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Abstract – This contribution is a response to CE10 part 1.  It shows performance of the improved upsampling process applied to extended spatial scalability.  The proposed direct interpolation method reduces the computational complexity in the meanwhile slightly improves quality of the up-sampled pictures by up to 0.45 dB and 0.19 dB on average comparing to the JSVM2 implementation.
1. Introduction

In the current SVC design, the upsampling process is based on the quarter luma sample interpolation procedure specified in H.264 for inter prediction.  The method inherits two drawbacks when being applied to texture and residual upsampling for spatial scalable coding: (1) the interpolation resolution is limited to quarter samples and (2) we will have to go through the half sample interpolation in order to get to a quarter sample position.

The proposed direct interpolation method removes both of the drawbacks by (1) finer interpolation resolution and (2) direct interpolation.  As a result, the proposed method reduces the computational complexity in the meanwhile slightly improves quality of the up-sampled pictures.  

The proposed method is based on direct interpolation with 16 filters.  The filter selection is according to the interpolation positions or phases, ranging from 0 to 15 in units of one-sixteenth picture samples.  The set of filters are designed to be backward compatible with the half sample interpolation process of SVC and the half sample luma inter prediction of H.264.  Therefore, the proposed process can be a very simple and natural extension of H.264 from hardware/software implementation point of view.  Basically, an interpolation filter will be applied for each corresponding interpolation phase shift.  Instead of the 1/4-pel interpolations, we propose 1/16-pel-interpolation accuracy.  To be consistent with the current design for the typical dyadic scalability case, filters derived from Lanczos3 will be applied for texture upsampling; and bilinear interpolation process will be applied to residual upsampling.

2. Proposed modification with respect to JSVM-2

1. The following in S.8.3.6 shall be modified
· The corresponding fractional-sample position ( xf, yf ) in base layer of ( xP , yP ) is derived as follows.

xf = ( 4  16 * ( xP – ScaledBaseLeftOffset ) * BasePicWidth + 2  8 * deltaX ) // ScaledBaseWidth
yf = ( 4  16 * ( yP – ScaledBaseTopOffset ) * BasePicHeight + 2  8 * deltaY ) // ScaledBaseHeight

· the full-sample position ( xB, yB ) is derived as follows.

xB = xf >> 2  4
yB = yf >> 2  4
· The corresponding fractional-sample position ( xf1, yf1 ) in base layer of ( xP + 15 , yP + 15 ) is derived as follows.

xf1 = ( 4  16 * ( xP + 15 – ScaledBaseLeftOffset ) * BasePicWidth + 2  8 * deltaX ) // ScaledBaseWidth
yf1 = ( 4  16 * ( yP + 15 – ScaledBaseTopOffset ) * BasePicHeight + 2  8* deltaY ) // ScaledBaseHeight

· the full-sample position ( xB1, yB1 ) is derived as follows.

xB1 = xf1 >> 2  4
yB1 = yf1 >> 2  4
2. The following in S.8.3.6 shall bemodified 

· Let ( xfC, yfC ) be defined as follows

xfC = ( 4  16 * ( xC – ScaledBaseLeftOffsetC ) * BasePicWidthC + 4 * deltaXC ) // ScaledBaseWidthC
yfC = ( 4  16 * ( yC – ScaledBaseTopOffsetC ) * BasePicHeightC + 4 * deltaYC ) // ScaledBaseHeightC

· the full-sample position ( xCB, yCB ) is derived as follows.

xCB = xfC >> 2  4
yCB = yfC >> 2  4
· Let ( xfC1, yfC1 ) be defined as follows

xfC1 = ( 4  16 * ( xC + MbWidthC – 1 – ScaledBaseLeftOffsetC ) * BasePicWidthC + 4 * deltaXC ) // ScaledBaseWidthC
yfC1 = ( 4  16 * ( yC + MbHeightC – 1 – ScaledBaseTopOffsetC ) * BasePicHeightC + 4 * deltaYC ) // ScaledBaseHeightC

· the full-sample position ( xCB1, yCB1 ) is derived as follows.

xCB1 = xfC1 >> 2  4
yCB1 = yfC1 >> 2  4
3. The following in S.8.3.6.4
· Let deltaX and deltaY be defined as follows.

deltaX = BasePicWidth – ScaledBaseWidth

deltaY = BasePicHeight – ScaledBaseHeight

· The corresponding fractional-sample position ( xf, yf ) in base layer is derived as follows.

xf = ( 4 * ( x + mbIdxX * 16 ) * BasePicWidth + 2 * deltaX ) // ScaledBaseWidth

yf = ( 4 * ( y + mbIdxY * 16) * BasePicHeight + 2 * deltaY ) // ScaledBaseHeight

· Let ( xInt, yInt ) and ( xFrac, yFrac) be defined as follows

xInt = ( xf >> 2 ) - xB

yInt = ( yf >> 2 ) - yB

xFrac = xf % 4

yFrac = yf % 4

· subclause S.8.4.2.2.1 is invoked with ( xInt, yInt ), ( xFrac, yFrac ) and baseL[ x, y ] as inpus corresponding respectively to ( xIntL, yIntL ), ( xFracL, yFracL ), and the luma sample array of the selected reference picture, and with output predPartLXL[ xL, yL ] is assigned to predL[ x, y ].

shall be replaced by
· Let tempL[ x, y ] with x = –2..( xB1 – xB + 3) and y =0..15 be a temporary luma sample array.

· Each tempL[ x, y ] with x = –2..( xB1 – xB + 3) and y = 0..15 is derived as follows

· Let deltaY be defined as follows.

deltaY = BasePicHeight – ScaledBaseHeight

· The corresponding fractional-sample position yf in base layer is derived as follows.

yf = ( 16 * ( y + mbIdxY * 16) * BasePicHeight + 8 * deltaY ) // ScaledBaseHeight

· Let yInt and yFrac be defined as follows

yInt = ( yf >> 4 ) – yB
yFrac = yf % 16

Table-Amd1.8.X 16-phase interpolation filter for Intra_Base prediction

	phase

	(6-tap) interpolation filter coefficients

	
	e[-2]
	e[-1]
	e[0]
	e[1]
	e[2]
	e[3]

	0
	0
	0
	32
	0
	0
	0

	1
	0
	-2
	32
	2
	0
	0

	2
	1
	-3
	31
	4
	-1
	0

	3
	1
	-4
	30
	7
	-2
	0

	4
	1
	-4
	28
	9
	-2
	0

	5
	1
	-5
	27
	11
	-3
	1

	6
	1
	-5
	25
	14
	-3
	0

	7
	1
	-5
	22
	17
	-4
	1

	8
	1
	-5
	20
	20
	-5
	1

	9
	1
	-4
	17
	22
	-5
	1

	10
	0
	-3
	14
	25
	-5
	1

	11
	1
	-3
	11
	27
	-5
	1

	12
	0
	-2
	9
	28
	-4
	1

	13
	0
	-2
	7
	30
	-4
	1

	14
	0
	-1
	4
	31
	-3
	1

	15
	0
	0
	2
	32
	-2
	0


· Select a six-tap filter e[j] with j = -2..3 from Table-Amd1.8.X using yFrac as phase, and derive tempL[ x, y ] as

tempL[ x, y ] = baseL[ x, yInt - 2 ]*e[-2] + baseL[ x, yInt - 1 ]*e[-1] + baseL[ x, yInt ]*e[0] +
                         baseL[ x, yInt + 1 ]*e[1] + baseL[ x, yInt + 2 ]*e[2] + baseL[ x, yInt + 3 ]*e[3]
· Each sample predL[ x, y ] with x = 0..15 and y = 0..15 is derived as follows.

· Let deltaX be defined as follows.

deltaX = BasePicWidth – ScaledBaseWidth

· The corresponding fractional-sample position xf in base layer is derived as follows.

xf = ( 16 * ( x + mbIdxX * 16) * BasePicWidth + 8 * deltaX ) // ScaledBaseWidth

· Let xInt and xFrac be defined as follows

xInt = ( xf >> 4 ) - xB
xFrac = xf % 16

· Select a six-tap filter e[j] with j = -2..3 from Table-Amd1.8.X using xFrac as phase, and derive predL[ x, y ] as

predL[ x, y ] = Clip1Y( ( tempL[ xInt - 2, y ]*e[-2] + tempL[ xInt - 1, y ]*e[-1] + tempL[ xInt, y ]*e[0] +
                            tempL[ xInt + 1, y ]*e[1] + tempL[ xInt + 2, y ]*e[2] + tempL[ xInt + 3, y ]*e[3] +
                            512 ) / 1024 )

4. The following in S.8.3.6.4
· Let deltaXC and deltaYC be defined as follows

deltaXC = ( 2 + BaseChromaPhaseX)*BasePicWidthC – ( 2 + ScaledBaseChromaPhaseX ) * ScaledBaseWidthC 

deltaYC = ( 2 + BaseChromaPhaseY)*BasePicHeightC – ( 2 + ScaledBaseChromaPhaseY ) * ScaledBaseHeightC 

· Let ( xfC, yfC ) be defined as follows

xfC = ( 4 * ( x + mbIdxX * MbWidthC) * BasePicWidthC + deltaXC ) // ScaledBaseWidthC
yfC = pyC + ( 4 * ( y + mbIdxY * MbHeightC) * BasePicHeightC + deltaYC ) // ScaledBaseHeightC
· Let ( xIntC, yIntC ) and ( xFracC, yFracC) be defined as follows

xIntC = ( xfC >> 2 ) - xCB

yIntC = ( yfC >> 2 ) - yCB

xFracC = xfC % 4

yFracC = yfC % 4

· subclause S.8.4.2.2.1 is invoked with ( xIntC, yIntC ), ( xFracC, yFracC ) and baseC[ x, y ] as inputs corresponding respectively to ( xIntL, yIntL ), ( xFracL, yFracL ), and the luma sample array of the selected reference picture, and with output predPartLXL[ xL, yL ] is assigned to predC[ x, y ].

shall be replaced by
· Let tmp1Cb[ x, y ] and tmp1Cr[ x, y ] with x = -2.. ..( xCB1 – xCB + 3) and y = 0..MbHeightC - 1 be temporary chroma sample arrays.

· Each tempC[ x, y ] with C as Cb and Cr, x = –2..( xCB1 – xCB + 3), and y = 0..MbHeightC - 1 is derived as follows

· Let deltaYC be defined as follows.

deltaYC = ( 2 + BaseChromaPhaseY)*BasePicHeight – ( 2 + ScaledBaseChromaPhaseY ) * ScaledBaseHeight 

· The corresponding fractional-sample position yfC in base layer is derived as follows.

yfC = pyC + (16 * ( y + mbIdxY * MbHeightC) * BasePicHeight + 4 * deltaYC ) // ScaledBaseHeight

· Let yIntC and yFracC be defined as follows

yIntC = ( yfC >> 4 ) - yCB
yFracC = yfC % 16

· Select a six-tap filter e[j] with j = -2..3 from Table-Amd1.8.X using yFracC as phase, and derive tempC[ x, y ] as

tempC[ x, y ] = baseC[ x, yIntC - 2 ]*e[-2] + baseC[ x, yIntC - 1 ]*e[-1] + baseC[ x, yIntC ]*e[0] +
                         baseC[ x, yIntC + 1 ]*e[1] + baseC[ x, yIntC + 2 ]*e[2] + baseC[ x, yIntC + 3 ]*e[3]
· Each sample predC[ x, y ] with C as Cb and Cr, x = 0..MbWidthC - 1 and y = 0..MbHeightC - 1 is derived as follows.

· Let deltaXC be defined as follows.

deltaXC = ( 2 + BaseChromaPhaseX)*BasePicWidth – ( 2 + ScaledBaseChromaPhaseX ) * ScaledBaseWidth 

· The corresponding fractional-sample position xfC in base layer is derived as follows.

xfC = ( 16 * ( x + mbIdxX * MbWidthC) * BasePicWidth + 4 * deltaXC ) // ScaledBaseWidth

· Let xIntC and xFracC be defined as follows

xIntC = ( xfC >> 4 ) - xCB
xFracC = xfC % 16

· Select a six-tap filter e[j] with j = -2..3 from Table-Amd1.8.X using xFracC as phase, and derive predC[ x, y ] as

predC[ x, y ] = Clip1C( ( tempC[ xIntC - 2, y ]*e[-2] + tempC[ xIntC - 1, y ]*e[-1] + tempC[ xIntC, y ]*e[0] +
                                    tempC[ xIntC + 1, y ]*e[1] + tempC[ xIntC + 2, y ]*e[2] + tempC[ xIntC + 3, y ]*e[3] +
                                    512 ) / 1024 )

5. The following in S.8.5.14 shall be modified
· Let arrays basePosX4[x] and basePosY4[y] with x = 0..15 and y = 0..15 be derived as follows.

basePosX4[x] = ( 4  16 * ( x + xP – ScaledBaseLeftOffset ) * BasePicWidth + 2  8 * deltaX ) // ScaledBaseWidth
basePosY4[y] = ( 4  16 * ( y + yP – ScaledBaseTopOffset ) * BasePicHeight + 2  8 * deltaY ) // ScaledBaseHeight

· the full-sample position ( xB, yB ) is derived as follows.

xB = basePosX4[0] >> 2  4
yB = basePosY4[0] >> 2  4
· the full-sample position ( xB1, yB1 ) is derived as follows.

xB1 = (basePosX4[15] + 3  15 ) >> 2  4
yB1 = (basePosY4[15] + 3  15 ) >> 2  4
6. The following in S.8.5.14 shall be modified
· The upsampling process as specified in S.8.5.14.2 is invoked with ( xB, yB ), ( 16, 16 ), basePosX4, basePosY4, ( xB1 – xB + 1, yB1 – yB + 1 ), TransBlkBase, BitDepthY, and r as input and resPredL[x, y] with x, y = 0..15 as output.

7. The following in S.8.5.14 shall be modified
· Let arrays basePosCX4[x] and basePosCY4[y] with x = 0..MbWidthC – 1 and y = 0..MbHeightC – 1 be derived as follows.

basePosCX4[x] = ( 4  16 * ( x + xC – ScaledBaseLeftOffsetC ) * BasePicWidthC + 4 * deltaXC ) // ScaledBaseWidthC
basePosCY4[y] = ( 4  16 * ( y + yC – ScaledBaseTopOffsetC ) * BasePicHeightC + 4 * deltaYC ) // ScaledBaseHeightC

· the full-sample position ( xCB, yCB ) is derived as follows.

xCB = basePosCX4[0] >> 2  4
yCB = basePosCY4[0] >> 2  4
· the full-sample position ( xCB1, yCB1 ) is derived as follows.

xCB1 = ( basePosCX4[ MbWidthC – 1 ] + 3  15) >> 2  4
yCB1 = ( basePosCY4[ MbHeightC –1 ] + 3  15) >> 2  4
8. The following in S.8.5.14 shall be modified
· The upsampling process as specified in S.8.5.14.2 is invoked with ( xCB, yCB ), (MbWidthC, MbHeightC ), basePosCX4, basePosCY4, ( xCB1 – xCB + 1, yCB1 – yCB + 1 ), TransBlkBaseC, BitDepthC, and r as input and resPredC[x, y] with x = 0..MbWidthC – 1, y = 0..MbHeightC – 1 as output.

9. The subclause S.8.5.14.2 shall be replaced by
Input to this process are 

· two variables ( x0, y0 ) represent an integer position offset

· two variables ( M, N ) representing the output block size

· an array posX[x] with x = 0..M – 1

· an array posY[y] with y = 0..N – 1

· two variables ( m, n ) representing the base block size

· an array TransBlkIdx[x, y] with x = 0..m – 1 and y = 0..n – 1

· an array resBase[x, y] with x = 0..m –1 and y = 0..n – 1.

Output of this process is an array resInterp[x, y] with x = 0..M – 1 and y = 0..N – 1.

Each output sample resInterp[ x, y ] with x = 0..M – 1 and y = 0..N – 1 is derived as follows.

· Let integer postions ( x1, y1 ) and ( x2, y2 ) be derived as

x1 = ( posX[ x ] >> 4 ) – x0
y1 = ( posY[ y ] >> 4 ) – y0

· if ( posX[ x ] % 16 ) is not 0

x2 = x1 + 1

· otherwise

x2 = x1

· if ( posY[ y ] % 16 ) is not 0

y2 = y1 + 1

· otherwise

y2 = y1

· Let temp1 be derived as

· if TransBlkIdx[x1, y1] is equal to TransBlkIdx[x2, y1]

temp1 = r[x1, y1] * ( 16 – ( posX[ x ] % 16 )  ) + r[x2, y1] * ( posX[ x ] % 16 )

· otherwise if ( posX[ x ] % 16 ) < 8

temp1 = r[x1, y1] * 16

· otherwise

temp1 = r[x2, y1] * 16

· Let temp2 be derived as

· if TransBlkIdx[x1, y2] is equal to TransBlkIdx[x2, y2]

temp2 = r[x1, y2] * ( 16 – ( posX[ x ] % 16 )  ) + r[x2, y2] * ( posX[ x ] % 16 )

· otherwise if ( posX[ x ] % 16 ) < 8

temp2 = r[x1, y2] * 16

· otherwise

temp2 = r[x2, y2] * 16

· Let resInterp be derived as

· if TransBlkIdx[x1, y1] is equal to TransBlkIdx[x1, y2]

resInterp[x, y] = ( temp1 * ( 16 – ( posY[ y ] % 16 )  ) + temp2 * ( posY[ y ] % 16 ) + 128 ) >> 8

· otherwise if ( posY[ x ] % 16 ) < 8

resInterp[x, y] = ( temp1 + 8 ) >> 4

· otherwise

resInterp[x, y] = ( temp2 + 8 ) >> 4

10. The modifications in subclause S.8.4.2.2.1 shall be removed if it is not used by any SVC tool.
3. Experiments

We compared the performance of the proposed method and the existing method in the JSVM 2 software.  The experiment follows the test condition specified in CE10 description (JVT-O310).  
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4. Conclusion

In summary, the proposed direct interpolation method is very effective in improving the coding quality and reducing the computational complexity.  Therefore, we propose that JVT adopt the method into the SVC extension.
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