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1. Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 16th meeting during 24-29 July 2005 in Poznan, Poland. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany) and Dr. Ajay Luthra (Motorola/USA). The JVT meetings opened at approximately 9:30 on Sunday 24 July 2005 and closed at 12:53 on Friday 29 July 2005.  Approximately 154 people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting) and approximately 114 input documents were discussed.  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG).  The subject matter of these activities consisted of work on video coding.
2. Contents

11.
Abstract


22.
Contents


23.
Documents of the JVT meeting


23.1.
Input documents


53.2.
Major output documents


53.3.
JVT internal output documents


53.4.
SVC core experiment output documents


64.
JVT Administrative topics


64.1.
Administrative documents


74.2.
IPR policy reminder


74.3.
Late documents


85.
JVT Scalable video coding work


95.1.
CE1 & related docs: Memory management for MCTF process


115.2.
CE 2 & related docs: Improved deblocking filter settings


125.3.
CE 3 & related docs: Coding efficiency improvement of entropy coding


135.4.
CE 4 & related docs: Inter-layer motion prediction


135.5.
CE 5 & related docs: Quality layers


145.6.
CE 6 & related docs: Improvement of update step


155.7.
CE 7 & related docs: Enhancement layer intra prediction


175.8.
CE 8 & related docs: Region-of-interest coding


185.9.
CE 9 & related docs: Improved quantization


195.10.
CE 10 & related docs: Extended spatial scalability


195.11.
CE 11 & related docs: FGS ordering


205.12.
CE 12 & related docs: Weighted prediction FGS coding of closed-loop P frames


205.13.
High-Level Syntax


225.14.
VLC-based entropy coding


235.15.
Weighted prediction


235.16.
Other subjects


246.
JVT Non-SVC normative modifications


246.1.
Improved 4:4:4 coding


267.
JVT Non-SVC non-normative aspects


267.1.
Encoder optimization techniques


277.2.
Improved Error resilience


287.3.
VUI


288.
Withdrawn JVT documents


289.
Updating of JVT group documents


2910.
JVT operating rules


2911.
List of Adoptions


2911.1.
AHG report related adoptions


2911.2.
Normative SVC adoptions


3011.3.
Non-Normative SVC adoptions


3011.4.
Software adoptions that require further verification (do not automatically move to WD unless verified at the next meeting)


3011.5.
Normative non SVC-related adoptions


3011.6.
Non-Normative non SVC-related adoptions


3112.
List of AHGs established


3113.
Schedule


3114.
Resolutions of the meeting


3215.
SW integration plan


3216.
Attendance


3. 

4. Documents of the JVT meeting

4.1. Input documents

JVT-P000 List of documents of Poznan meeting

JVT-P001 [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-P002 [T. Wiegand, K. Suehring, A. Tourapis, K. P. Lim] AHG Report: JM text and ref soft

JVT-P003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

JVT-P004 [J. Ridge, U. Benzler] AHG Report: SVC core experiments

JVT-P005 [G. Cook] AHG Report: JSVM s/W and new func. integ.

JVT-P006 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & WD text

JVT-P007 [G. J. Sullivan] AHG Report: Spatial scalability resampling

JVT-P008 [Y.-K. Wang] AHG Report: Err resil test cond's & apps

JVT-P009 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond

JVT-P010 [T. Suzuki] AHG Report: Study of 4:4:4 functionality

JVT-P011 [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Meeting report of Busan meeting

JVT-P012 [S. Sun] CE10Pt1: Direct interpolation for upsampling

JVT-P013 [S. Sun] CE02Pt2: Deblocking filter for I_BL Spatial SVC

JVT-P014 [H. Schwarz, D. Marpe, T. Wiegand] Hierarchical B Pictures

JVT-P015 [G. J. Sullivan, J. Lou, M.-T. Sun] Adaptive quantization yielding 10 dB gain

JVT-P016 [Y.-L. Lee] Lossless intra coding for improved 4:4:4

JVT-P017 [H. Yu, L. Liu] Advanced 4:4:4 profile

JVT-P018 [E. Francois, J. Vieron, S. Sun] CE10: Report of results

JVT-P019 [J. Vieron, E. Francois] CE10: Unified motion upsampling in extended spat scal

JVT-P020 [J. Vieron] CE10Pr1: Cross-verif of JVT-P012 direct upsamp

JVT-P021 [X. Yi, J. Zhang, N. Ling, W. Shang] Improved & simplified fast ME for JM

JVT-P022 [V. Bottreau] CE09: Cross-verif of FT JVT-P030 on SVC quantization

JVT-P023 [V. Bottreau] CABAC variant and options for bit error resilience

JVT-P024 [T. Suzuki] Editor's proposed draft FRExt conformance

JVT-P025 [T. Suzuki] Prop list of changes of AVC conformance

JVT-P026 [A. M. Tourapis, H.-Y. Cheong, P. Topiwala] Fast ME in the JM reference software

JVT-P027 [V. Bottreau] Prop. on FGS bitplane coding 

JVT-P028 [J. Reichel, D. Santa Cruz, F. Ziliani] CE01: Improved residual picture buffer management

JVT-P029 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12304) CE05: CE report on quality layers

JVT-P030 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12305) CE09: CE report on improved quantization

JVT-P031 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12306) Syntax for FGS pass fractioning

JVT-P032 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12307) On high-level syntax for SVC

JVT-P033 [Withdrawn] Withdrawn
JVT-P034 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12309) CE02: Cross-check of Aachen prop on deblocking QQ

JVT-P035 [M.-H. Lee] CE01: Verification of VisioWave proposal JVT-P028 for CE1

JVT-P036 [M.-H. Lee] CE06: Verification of MSRA proposal JVT-P047

JVT-P037 [M.-H. Lee] CE01: Reduced Memory MCTF

JVT-P038 [M.-H. Lee] CE01: Picture Duplication Process

JVT-P039 [Withdrawn] Withdrawn
JVT-P040 [M.-H. Lee] Progressive MCTF

JVT-P041 [L. Xiong] Reducing enh.-layer directional intra pred modes

JVT-P042 [T.-C. Thang, T.-M. Bae, Y.-J. Jung, Y.-M. Ro, J.-W. Kang, H.-C. Choi, J.-G. Kim, J.-W. Hong] CE08: Spatial scalability of multiple ROIs

JVT-P043 [T.-M. Bae, T.-C. Thang, D.-Y. Kim, Y.-M. Ro, J.-W. Kang, J.-G. Kim, J.-W. Hong] FMO implementation in JSVM

JVT-P044 [H.-C. Choi] Embedded quant. for improved SNR scalability

JVT-P045 [I.-H. Shin, H.-W. Park] Adapt. upsamp. for spat. scal.

JVT-P046 [J.-Z. Xu] Alternative to FGS quant. method of JVT-O054.

JVT-P047 [J.-Z. Xu] CE06: Proposed approach to CE06

JVT-P048 [W.-S. Kim+] Further experimental results on 4:4:4 coding

JVT-P049 [W.-S. Kim+] Study on advanced 4:4:4 coding

JVT-P050 [J. Jia] Polyphase downsamp.-based redundant slices

JVT-P051 [J. Jia] Imp. coding eff. by polyphase downsampling

JVT-P052 [X. Wang, Y. Bao, M. Karczewicz, J. Ridge] CE06: Simplified update step operation for MCTF

JVT-P053 [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE09: Improved quantization for FGS coding

JVT-P054 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] CE11: Core experiment results for FGS reordering
JVT-P055 [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE12: Weighted pred. FGS coding closed-loop P frames

JVT-P056 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] Variable length codes for SVC

JVT-P057 [X. Wang, Y. Bao, M. Karczewicz, J. Ridge] Implementation of close-loop coding in JSVM

JVT-P058 [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] Withdrawn
JVT-P059 [H. Schwarz, D. Marpe, T. Wiegand] Comparison of MCTF and closed-loop hierarch. B pics.

JVT-P060 [X. Wang] CE06: Verif. of Samsung prop.

JVT-P061 [Y.-K. Wang, M. M. Hannuksela] Signaling of scalab. info.

JVT-P062 [Y.-K. Wang, Y.-L. Bao] Indication of non-required pics.

JVT-P063 [P. Yin, J. Boyce, P. Pandit] CE07: Proposal for CE07 enh. layer intra pred.

JVT-P064 [P. Yin, J. Boyce, P. Pandit] Weighted prediction for SVC

JVT-P065 [P. Yin, J. Boyce, P. Pandit] Weighted prediction for SVC MCTF update step

JVT-P066 [P. Pandit] CE07: Verif. Sharp proposal JVT-O010

JVT-P067 [W. Choi, J. Yang, B. Jeon] CE03: CE report coding eff. improvement of CABAC

JVT-P068 [W. Choi, J. Yang, B. Jeon] CE03: Verif. Samsung prop. JVT-P089
JVT-P069 [A. Segall, S. Lei] CE07: Prop. for adaptive upsamp. spatial scalab.

JVT-P070 [A. Segall] CE07: Verif. of JVT-P063 enh. layer intra pred.

JVT-P071 [A. Segall] Verif. of JVT-P064 weighted pred.

JVT-P072 [S. Bandyopadhyay, Z. Wu, P. Pandit, J. Boyce] Frame loss concealment

JVT-P073 [Withdrawn] Withdrawn

JVT-P074 [S.-W. Park, J.-H. Park, D.-H. Yoon, B.-M. Jeon] CE10: Verif. of Thomson proposal JVT-O041/O042

JVT-P075 [K.-H. Lee] CE04: Report of results of CE04

JVT-P076 [K.-H. Lee] Multi-layer weighted prediction

JVT-P077 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Complexity reduction by simplified chroma update step

JVT-P078 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Clarification of intra_base_flag

JVT-P079 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Key picture indication in AVC compatible base layer

JVT-P080 [S. Jeong, M. Park, G. Park, K. Kim] Flag bit in SEI for adaptive GOP structure

JVT-P081 [T. Kimoto] CE04: Verification of QQ

JVT-P082 [T. Kimoto] Multi-loop decoding for unrestricted temporal decomp.

JVT-P083 [Y. Yamada, S. Sekiguchi, Y. Isu, K. Asai, T. Murakami] Consideration on intra coding eff. of High 4:4:4 pr. (not Sunday afternoon)

JVT-P084 [W.-J. Han] CE06: Core experiment report on update step

JVT-P085 [W.-J. Han] Smoothed ref. pred. for single-loop decoding

JVT-P086 [W.-J. Han] Distribution-based inverse quantization

JVT-P087 [W.-J. Han] PFGS with bilinear interpolation filter

JVT-P088 [T. Wedi, S. Kondo, H. Saito] 4:4:4 Intra-only coding

JVT-P089 [B.-K. Lee] CE03: Report on symbol pred. of resid. pred. flag

JVT-P090 [B.-K. Lee] Adaptive FGS process

JVT-P091 [B.-K. Lee] CE03: Verification of SKKU proposal JVT-P067

JVT-P092 [M. Boltz, U. Benzler] Verif of HHI results JVT-P059 on closed-loop decode

JVT-P093 [M. Beermann, K. Hanke, M. Wien] CE02: Deblock. Filt. Adaptation for open-loop coding

JVT-P094 [M. Beermann, M. Wien] CE02: Cross-check of Sharp JVT-P013 on deblocking

JVT-P095 [T. Rusert, M. Wien] Locally adaptive quantiz.: concept and first results

JVT-P096 [W.-J. Han] CE06: Verif of Nokia proposal JVT-P052

JVT-P097 [G. H. Park, K. I. Lee] Advanced FMO for ROI in SVC

JVT-P098 [J. Reichel, D. Santa Cruz]  Verification of Panasonic contribution and encoder improvement
JVT-P099 [Withdrawn] Withdrawn 
JVT-P100 [P. Amon, A. Hutter, T. Rathgen] High-level syntax for SVC

JVT-P101 [Withdrawn] Withdrawn
JVT-P102 [H. Yu] Artifacts seen in some Viper 4:4:4 sequences

JVT-P103 [A. Rodriguez] Sample aspect ratio support

JVT-P104 [J.-H. Park, D.H. Yoon, S.-W. Park, B.-M. Jeon] CABAC context model for base_mode_flag

JVT-P105 [J. Reichel, D. Santa Cruz, F. Ziliani] Is there really a need for a normative update process ?

JVT-P106 [Z. Lu] CE8 report: Perceptual Region-of-interest (ROI) based Scalable Video Coding
JVT-P107 [Z. Lu] CE8: Cross-check of Spatial scalability of multiple ROIs
JVT-P108 [J. Ridge] Verification of CE5 results for France Telecom
JVT-P109 [M. Zhou] Verification of JVT-P053
JVT-P110 [Withdrawn] Withdrawn
JVT-P111 [G. Sullivan] Decoder Inference of Optimal Reconstruction Values for DZ+UTQ Quantization of Laplacian Source Random Variables

JVT-P112 [S. Pateux, Y.-K. Wang, P. Amon] Agreed Syntax for FGS pass fractioning
JVT-P113 [Y.-K. Wang, T. C. Thang] Agreed Signaling of scalab. info. SEI message

JVT-P114 [J. Reichel, S. Jeong] Simplified syntax for AGS
4.2. Major output documents

(Dates listed are planned dates of availability.  Note that document JVT-P001 should also be considered output documents.)

JVT-P200 Meeting report of the 16th JVT meeting [05/08/01]

JVT-P201/N7310 Working Draft 3 of Scalable Video Coding [05/07/29]

JVT-P202/N7311 Joint Scalable Video Model (JSVM) 3 [05/08/29]

JVT-P203/N7312 JSVM 3 Software [05/09/30]

JVT-P204/N7313 Justification of New 4:4:4 Profiles [05/07/29]
JVT-P208/N7314 [05/07/29]
JVT-P209/N7315 [05/07/29]
4.3. JVT internal output documents

JVT-P205 Testing conditions for coding efficiency proposals [05/08/01]
Document has been presented and approved.
JVT-P206 Test conditions for error resiliency proposals [05/07/29]
Document has been presented and approved.


JVT-P207 Requirements and guidelines for normative text submissions to the editors [05/07/29]
Document has been presented and approved.


4.4. SVC core experiment output documents

JVT-P301 [W.-J. Han, et al.] CE1: update step [based on JVT-P047, JVT-P052, JVT-P084, JVT-P077] (Participants: Samsung, MS, Nokia, LG, HHI, FT, Panasonic, GE, RWTH) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P302 [K.-H. Lee, et al.] CE2: inter-layer motion prediction [based on JVT-P075] (Participants: Samsung, LG, Nokia, HHI, LM, Sharp, Thomson) [05/07/29]
Anchor generation has been discussed. Anchors will be RD optimized wrt to use of co-located MBs and spatial vs. temporal direct mode. Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P303 [T. Kimoto, et. al] CE3: inter-layer texture prediction [based on JVT-P045, JVT-P051, JVT-P082, JVT-P085, JVT-P090] (Participants: NEC, Samsung, KAIST, Nokia, Sejong U., ETRI, HHI, Sharp, Panasonic, GE, LG, Thomson, MS) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P304 [Z. Lu, et. al] CE4: ROI [based on JVT-P042, JVT-P106, JVT-P097] (Participants: I2R, Nokia, ETRI, Kyunghee U., ICU, SKKU, Panasonic, HHI) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P305 [S. Pateux, et. al] CE5: quantization [based on JVT-P030, JVT-P053, JVT-P086, JVT-P111] (Participants: FT, Nokia, Samsung, HHI, RWTH, Sharp, Panasonic, Thomson, Siemens, MS) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P306 [E. Francois, et. al] CE6: extended spatial scalability [based on JVT-P019] (Participants: Thomson, Nokia, Sharp, FT, HHI, GE, LG) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P307 [Y. Bao, et. al] CE7: low-delay FGS [based on JVT-O054, JVT-P046, JVT-P087] (Participants: Nokia, GE, Panasonic, LM, HHI, MS, Samsung) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
JVT-P308 [J. Ridge, et. al] CE8: CAVLC [based on JVT-P056] (Participants: Nokia, HHI, GE, TI, Panasonic, SKKU) [05/07/29]
Document has been presented. More discussion over the e-mail reflector is required to refine the CE description.
5. JVT Administrative topics

5.1. Administrative documents
JVT-P000 List of documents of Poznan meeting

JVT-P001 [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-P002 [T. Wiegand, K. Suehring, A. Tourapis, K. P. Lim] AHG Report: JM text and ref soft

JVT-P003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

JVT-P004 [J. Ridge, U. Benzler] AHG Report: SVC core experiments

JVT-P005 [G. Cook] AHG Report: JSVM s/W and new func. integ.

AHG report has been noted. JSVM 2.0 software has been approved.
JVT-P006 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & WD text
Report has been noted. JSVM 2 and WD 2 text have been approved. New procedure: Use Annex S in JSVM for all normative elements. This can be copied into the WD right away.

JVT-P007 [G. J. Sullivan] AHG Report: Spatial scalability resampling

JVT-P008 [Y.-K. Wang] AHG Report: Err resil test cond's & apps

Report has been noted. Testing conditions have been adopted as described in JVT-P206 subject to further refinement until 45 days prior to the JVT Nice meeting.
JVT-P009 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond

Detailed Results provided for JSVM2 single layer, spatial scal., SNR scal. and combined scalability under new testing rate points as proposed earlier on the reflector. Group agrees to adopt these testing conditions for future benchmarking of SVC development and core experiments as described in JVT-P205.
JVT-P010 [T. Suzuki] AHG Report: Study of 4:4:4 functionality

Test conditions recommended.  JM 9.6 used.  Display available here in Poznan may not be suitable for subjective evaluations.  QP 12, 18, 24, 30 used – also optional 6, 36, 42.  Should try to harmonize as appropriate with other test conditions work (e.g., not using QP values spaced apart by increments of 6).

Relevant inputs 16, 17, 48, 49, 83, 88, 102.
JVT-P011 [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Meeting report of Busan meeting

5.2. IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.

5.3. Late documents

No objections / objections were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late.

JVT-P017-L [H. Yu, L. Liu] Advanced 4:4:4 profile

JVT-P022-L [V. Bottreau] CE09: Cross-verif of FT JVT-P030 on SVC quantization

JVT-P024-L [T. Suzuki] Editor's proposed draft FRExt conformance
JVT-P027-L [V. Bottreau] Prop. on FGS bitplane coding 

JVT-P033-L [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12308) CE05: Cross-check of Nokia prop on quality layers QQ

JVT-P046-L [J.-Z. Xu] Alternative to FGS quant. method of JVT-O054.

JVT-P048-L [W.-S. Kim+] Further experimental results on 4:4:4 coding

JVT-P049-L [W.-S. Kim+] Study on advanced 4:4:4 coding

JVT-P053-L [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE09: Improved quantization for FGS coding

JVT-P054-L [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] CE11: Core experiment results for FGS reordering

JVT-P055-L [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE12: Weighted pred. FGS coding closed-loop P frames

JVT-P056-L [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] Variable length codes for SVC

JVT-P057-L [X. Wang, Y. Bao, M. Karczewicz, J. Ridge] Implementation of close-loop coding in JSVM

JVT-P058-L [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] Entropy coding for Fine Granularity SNR Scalability

JVT-P063-L [P. Yin, J. Boyce, P. Pandit] CE07: Proposal for CE07 enh. layer intra pred.

JVT-P067-L [W. Choi, J. Yang, B. Jeon] CE03: CE report coding eff. improvement of CABAC

JVT-P070-L [A. Segall] CE07: Verif. of JVT-P063 enh. layer intra pred.

JVT-P101-L [P. Amon] CE09: Result report

JVT-P102-L [H. Yu] Artifacts seen in some Viper 4:4:4 sequences

JVT-P105-L [J. Reichel, D. Santa Cruz, F. Ziliani] Is there really a need for a normative update process ?
JVT-P106-L [Z. Lu] CE8 report: Perceptual Region-of-interest (ROI) based Scalable Video Coding
JVT-P107-L [Z. Lu] CE8: Cross-check of Spatial scalability of multiple ROIs
JVT-P108-L [J. Ridge] Verification of CE5 results for France Telecom

6. JVT Scalable video coding work

6.1. CE1 & related docs: Memory management for MCTF process
JVT-P028 [J. Reichel, D. Santa Cruz, F. Ziliani] CE01: Improved residual picture buffer management

The special case where a single residual buffer is used is investigated. The decoding update process is modified as follows: Each update process using N reference pictures is split into N update processes using only a single input picture each. This algorithm is called the split-update. Using the algorithm reduces the decoding latency, and simplifies the decoding process. This contribution shows that this algorithm can be introduced into the JSVM without any degradation of the compression performances.
MCTF decoding requires storage of residual pictures until the inverse prediction step, number cannot be controlled by num_ref_frames, higher precision required. Solutions: Constraints on MCTF structure (proposed in JVT-O009) or decode with fixed number of residual picture buffer as proposed here. Modification of the encoder could be done, but is not necessary (in some cases slight improvements, in some cases slight degradations as compared to JSVM, with 1%, when encoder is unchanged). Difference most probably caused by different effect of adaptive update.
JVT-P040 [M.-H. Lee] Progressive MCTF

An approach called progressive motion-compensated temporal filtering is described. It modifies the MCTF structure such that MCTF can be performed in a progressive and straightforward manner. It affects the order of processing the prediction and update steps and the choice of reference pictures for each step. The prediction and update steps are interleaved such that the low-pass pictures are partially updated immediately with each high-pass picture in a progressive manner and the partially updated low-pass pictures are used for subsequent prediction steps. The progressive MCTF is claimed to simplify the inverse MCTF process, eliminate irregular complexity peaks, lower decoding delay and lower memory requirements, compared to the conventional MCTF in the JSVM, without any penalty on coding efficiency.

Similar to JVT-P028 (in fact, the same. Interleave prediction&update progressively instead of waiting for all residual pictures that are involved in a specific update.

Adopt.
JVT-P035 [M.-H. Lee] CE01: Verification of VisioWave proposal JVT-P028 for CE1

Verification of JVT-P028. The binaries are compiled and built from the modified software provided through JVT-P028 and the results are generated using the same set of configurations provided through JVT-P028. The results obtained are similar to JVT-P028 results.

Cross-check 100% when run on same platform. Most probably a memory initialisation problem still existing in JSVM2 software.

JVT-P037 [M.-H. Lee] CE01: Reduced Memory MCTF

An approach called 8Bit_Separate is described to reduce memory requirement of storing a high-pass residual picture. It uses the MSB 8-bits of decoded residual of a high-pass picture for modified 8-bits inverse update operation. An alternative solution called 8Bit_Saturate is evaluated too. It uses the saturated 8-bits of decoded residual of a high-pass picture for inverse update operation by saturating decoded residual to 8-bits (-127 to 128). 

Complexity reduction, minor loss occuring in some cases.
Adopt clipping of the reference signal prior to update t be represented by 8 bits per sample.

JVT-P038 [M.-H. Lee] CE01: Picture Duplication Process

For the current Joint Scalable Video Model, picture duplication is required by the decoder for the lowpass picture of the current GOP. To ensure conformance between encoded bitstream and a decoder having a finite amount of memory, the memory used by the duplicated picture has to be controlled, from the instance it is created, used and finally removed. The current methods used by the SVC WD and the JSVM software for handling the duplicated picture are examined. Some issues are caused by the original buffer and the duplicated picture buffer having the same index. It is proposed that the duplicated picture is assigned a long-term index, to differentiate it from the original picture. This is done using an MMCO command proposed previously, with an addition of marking the duplicated picture as “used for long-term reference” and assigned a long term index.

Problem in buffer management with SNR scalability (different decoding processes for key pictures) is recognized, but doubts are raised whether the proposed solution is general enough. Get together with the editors to discuss solution. 
Problem is only solved for CGS and 2 layers only. Agreed. 

It may also need to be solved for more than 2 CGS layers but that is not clear. No solution when FGS is involved.

Further work is encouraged to address the open problems.
Consider in CE.

JVT-P098 [J. Reichel, D. Santa Cruz] CE01: Verif of Panasonic proposals

Verification of JVT-P037 contribution to CE1 on “Memory Management for MCTF process”. Proposes minor encoder modifications to avoid artifacts in the decoded pictures. JVT-P037 proposes two solutions to reduce the precision of the buffers used to store inter MBs to 8 bits: split the storage into two buffers or simply saturate (i.e. clip) the residuals to 8 bits. The fist proposal has been fully verified using source code and description provided by Panasonic. The second proposal is claimed to have the potential to create visible artifacts in the decoded pictures. In addition to verifying the results in JVT-P037, an encoder modification is proposed that completely avoids such artifacts with a small degradation of the rate-distortion performance. The proposed modification consists in constraining the mode decision process so as to forbid inter modes for the current macroblock that would lead to saturation of the residual signal at the decoder.

Verifies JVT-P037 and modifies the encoder by constrained mode decision such that artifacts are avoided. Loss in RD performance is up to 0.16 db (Mobile), 0.12 (Bus), negligible in other sequences. Encoder is becoming more complex.

JVT-P057-L [X. Wang, Y. Bao, M. Karczewicz, J. Ridge] Implementation of closed-loop coding in JSVM

Information on closed-loop coding implementation in JSVM1.0. While the implementation of closed-loop for discrete layer coding is trivial in JSVM, it is reported that is takes some extra efforts to optimize the performance of the codec for combined scalabilities, especially the FGS scalability.  For the results presented in this contribution, how the FGS layer of an anchor frame is coded is not changed.  The focus of this contribution will be on close-loop FGS layer coding of high-pass frames.
Comparison: Open loop (original for ME and MC at encoder), "partial" closed loop with all-FGS for MC at encoder, "true" closed loop with partial-FGS or no-FGS for MC at encoder. Also non-originals for ME in latter cases. Impact on quantizer and entropy coder should be observed. Gain up to 0.5 dB for the case of "true" closed loop vs. open loop. No change of decoder, multiple loop at encoder.

JVT-P059 [H. Schwarz, D. Marpe, T. Wiegand] Comparison of MCTF and closed-loop hierarch. B pics.

The coding efficiency of MCTF-based coding and a simple closed-loop coding with hierarchical B pictures for single-layer coding as well as spatial, SNR, and combined scalability. For all test scenarios, the coding efficiency with hierarchical B pictures and a closed-loop control is claimed to be higher or similar to that of MCTF-based coding for nearly all test sequences and resolutions. Only for the “City” sequence MCTF-based coding yields a coding efficiency gain of up to 0.5 dB in comparison the closed-loop coding with hierarchical B pictures. A further analysis of these gains for “City” lead to the conclusion, that the gains for the “City” are a result of the temporal noise reduction property of the MCTF. It is claimed to be shown that this noise reduction can also be realized as a pre-processing step and efficiently combined with closed-loop hierarchical B picture coding. Based on the simulation results and the fact that the update steps at the decoder side dramatically increase the complexity, it is propose to remove the update steps from the SVC design.
Results indicate that we can have a comparison benchmark that in most cases is better than MCTF open-loop design. To be discussed in the context of discussions on CE6. 
JVT-P092 [M. Boltz, U. Benzler] Verif of HHI results JVT-P059 on closed-loop decode

In JVT-P059, a comparison between the JSVM MCTF coding and closed-loop coding is described. The encoded bit streams from HHI have been received and successfully decoded them using the version of the JSVM described in JVT-P059 (CVS Tag JSVM_1_2_5). The results match exactly those published in JVT-P059.

JVT-P105-L [J. Reichel, D. Santa Cruz, F. Ziliani] Is there really a need for a normative update process ?
It is claimed that it is possible to remove the update process from the decoding process without reducing the compression performance of the JSVM. When the update process is performed on the encoder side but not on the decoder side, the decoded video is claimed to be of nearly of the same quality as JSVM decoding with update step for most test sequences. It should be noted that also removing the update process from the encoder will, in this case, reduce the coding performances. The experiments conducted in this contribution seem to show the update process is in fact necessary only on the encoder side, and could be made non-normative.
Omitting update step at decoder gives little loss (< 0.1 db) for CIF, but up to 0.4 dB for 4CIF (City, Harbour). Omitting update at both encoder and decoder gives more critical loss. Mainly PSNR in lowpass pictures is decreased. Difference becomes larger when the bitrate increases. Needs more investigation probably also for higher rates; there seems to be some tendency that encoder_update+decoder_noupdate comes below encoder_noupdate+decoder_noupdate. 

For efficient coding results, current information indicates that closed-loop coding must be used.

Open question with regards to use of the update step within that scenario:

1. Normative decoding feature

2. Pre/post filter (non-normative)

Create CE on update step.

Use closed-loop coding without the update step as a reference merged with quality layers.
6.2. CE 2 & related docs: Improved deblocking filter settings
JVT-P013 [S. Sun] CE02Pt2: Deblocking filter for I_BL Spatial SVC

A simplification of the deblocking filter for macroblocks in I_BL mode in spatial scalable video coding is proposed.  By treating the I_BL blocks as inter blocks during boundary strength decision, the deblocking filter operations for I_BL blocks are claimed to be significantly reduced (34% on average) while acceptable visual quality is claimed.
Provide more precise results relating to count of specific operations that are saved. Communicate offline with people who still have concerns. If clarified, adopt to JSVM.
Adopt as described in JVT-P013r1.

JVT-P094 [M. Beermann, M. Wien] CE02: Cross-check of Sharp JVT-P013 on deblocking

Verification of JVT-P013. The source of the proposal as well as the bitstreams has been received. The verification has been performed with the compiled source. The RD results as well as the filter statistics reported in JVT-P013 are verified.
JVT-P093 [M. Beermann, K. Hanke, M. Wien] CE02: Deblock. Filt. Adaptation for open-loop coding

The H.264|AVC deblocking filter has been designed and tuned for closed-loop application. The SVC extension is claimed to contain an open-loop structure. This fundamental difference has not yet been considered in the necessary adaptations of the deblocking filter for its use in the scalable extension. The differences that evolve from the open-loop situation is discussed. Proposed modifications to the deblocking filter are compared to a very simple adaptation of the deblocking filter through available slice-header syntax. This comparison includes rate-distortion results as well as visual coding results.

To be considered within open-loop/closed-loop investigation of AHG on Coding eff & JSVM perf test cond.

JVT-P034 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12309) CE02: Cross-check of Aachen prop on deblocking QQ

Verification of JVT-P093.

6.3. CE 3 & related docs: Coding efficiency improvement of entropy coding
JVT-P067-L [W. Choi, J. Yang, B. Jeon] CE03: CE report coding eff. improvement of CABAC

This contribution proposes the adaptive entropy coding scheme by using inter-layer relationship for coding efficiency improvement in response to CE 3. A new context modeling process of CABAC is proposed based on a syntax element of the base layer macroblock. In simulation results, the overall coding gain of the proposed scheme is claimed to be up to 1% in terms of bit saving. The coding gain of the proposed scheme is reported to be increased as the slice size is reduced. In case of mobile application which has a limitation on packet size, the proposed scheme would have a benefit on coding efficiency. 

Number of new models: header: 33, residual data: 844
Size of new binarization table: 23 symbols

Did not follow new test conditions.

Contribution has been noted. 
JVT-P091 [B.-K. Lee] CE03: Verification of SKKU proposal JVT-P067

Verification of JVT-O067. Due to the tight deadline, the verification results for spatial test condition and Munich test configuration have not been finished. All other sequences are verified and there are no problems. The details are described in the attached excel file. (JVT-P091.xls) For the unfinished sequences, the results until the Poznan meeting will be provided.

JVT-P089 [B.-K. Lee] CE03: Report on symbol pred. of resid. pred. flag

According to the current JSVM2 implementation, residual_pred_flag is set to one if the base-layer residual is used for predicting the current inter residual. However, if the base-layer residual in the macroblock has no non-zero pixel, the coding of residual_pred_flag is not required. Thus we encode reversed residual prediction flag instead of the residual_pred_flag itself to increase number of '0'. It provides some performance gain when the VLC is used instead of CABAC. This process can be summarized as: 1) Skip coding of residual_pred_flag if base-layer residual has no non-zero pixels, 2) Code reversed residual prediction flag = 1-resiudal_pred_flag
Bit-rate savings around 1-1.4%.

Adopt, by adding a context model that is conditioned on the CBP value of the base layer.

JVT-P068 [W. Choi, J. Yang, B. Jeon] CE03: Verif. Samsung prop. JVT-P089
Verification of JVT-P089 for CE 3. Source code based on the reference software JSVM 2.0 has been provided. It has been checked that the provided source code has no problem and the coded bitstreams are also verified. The proposed scheme is tested under modified Munich test condition and coding performance is checked in terms of bitrate. To obtain the bit reduction ratio of the proposed method, tests were conducted without rate control. The layers are decided by fixed QP value not bitrate.
JVT-P104 [J.-H. Park, D.H. Yoon, S.-W. Park, B.-M. Jeon] CABAC context model for base_mode_flag

CABAC can be divided into three modules such as, binarizer, context modeler and binary arithmetic coder. In the current JSVM 2.0, one of the most important modules, the context modeler uses the same syntax elements of neighboring maroblocks to calculate context index increment. For the single layer predictive coding scheme, using the same syntax of the neighboring macroblocks is reasonable. However, regarding the multi-layer scheme, syntax elements of upper layer can obtain the information from the lower layer. If the macroblock of spatial enhancement layer has a base macroblock and the two macroblocks have the same temporal location, their relationship is claimed to be closer than the relationship of neighboring macroblocks. Measurements on the current context model for base_mode_flag based on Palma conditions show the actual percentages. Expanded context models for base_mode_flag incorporating the effect of the macroblock modes of base layer are proposed.
Number of new models: 3

Did not follow new test conditions.

Further work is encouraged.

6.4. CE 4 & related docs: Inter-layer motion prediction
JVT-P075 [K.-H. Lee] CE04: Report of results of CE04

Extension of JVT-O058. In JSVM 2.0 the motion prediction method of the picture which has a time synchronized base layer picture at lower temporal resolution (called synchronized picture) cannot be used because the analysis step of the MCTF process estimates the motion field starting from the highest temporal level proceeding through to lower temporal levels. The method proposed in JVT-O058 estimated a motion predictor from the base layer motion for the unsynchronized picture. If the MCTF analysis process can be separated into 2 stages, motion estimation and decomposition stages, then the motion predictor of the unsynchronized picture can be derived from the lower temporal level picture. This motion predictor estimation is similar to temporal direct mode.

Check of temporal direct mode. Test with JM decoder with only 1 sequence.

Combine with closed-loop coding.

Continue CE. Specify more optimal anchors.

JVT-P081 [T. Kimoto] CE04: Verification of QQ

Verification of JVT-P075. Only coding a performance check was carried out by running software.
JVT-P082 [T. Kimoto] Multi-loop decoding for unrestricted temporal decomp.

Inter-layer MC with multi-loop decoding (MLD) to improve coding performance for SVC is proposed. 
Decouples MC structure between base and enhancement layer.

Proposes multiple loop decoding and using enhancement layer MVs to create prediction signals using MC in the Base layer.

Create CE on inter-layer texture prediction.

Take into account also impacts on DPB, level definition wrt memory use, Annex C, MMCO.

JVT-P085 [W.-J. Han] Smoothed ref. pred. for single-loop decoding

Single-loop decoding is a very useful technique to reduce the decoding complexity in the multi-layer structure. It is claimed that the restrictions of the intra-base prediction sometimes degrades the performance especially for fast-motion sequences. A new prediction mode based on the residual prediction process is proposed to simulate the intra-base prediction by adding the smoothing function to the prediction signal with consideration of the residual prediction process. A performance improvement for the sequences Football, Crew, and Soccer is claimed.
Add to CE on inter-layer texture prediction..

6.5. CE 5 & related docs: Quality layers
JVT-P029 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12304) CE05: CE report on quality layers

Contribution on quality layers as described in JVT-O305. Rate-distortion optimized quality layers are associated to the SVC NAL headers. A gain of up to 0.4 dB is claimed using quality layers with respect to JSVM2.

Non-normative part adopted. 

JVT-P108-LL [J. Ridge] Verification of CE5 results for France Telecom

6.6. CE 6 & related docs: Improvement of update step
JVT-P047 [J.-Z. Xu] CE06: Proposed approach to CE06
An alternative update operator is presented. The update method proposed is based on the one proposed in JVT-O030, but further modifications are made to reduce the computational complexity and to eliminate the need of an extra frame buffer used to store the update components in the originally proposed method. The proposed method is implemented in the current SVC reference software JSVM2. Experiments are conducted according to the test conditions set for CE6. It is claimed that on most of the test sequences, the proposed method can achieve better or similar coding performance. The proposed update operator skips the step of inversing the motion field and that of computing update weights, which must be done in the current update operator in JSVM2. Moreover, the proposed method is claimed to significantly reduce the memory requirement.
Concerns raised regarding division by 7 and its integer approximation.

Threshold values adjusted manually. Concerns raised.

Complexity relative to JVT-P052 discussed.

JVT-P036 [M.-H. Lee] CE06: Verification of MSRA proposal JVT-P047

Verification of JVT-P047. The binaries are compiled and built from the modified software provided by MSRA and the results are generated using the same set of configurations provided by MSRA. The results obtained are similar to MSRA’s results. See attached excel file JVT-P036.xls.

JVT-P052 [X. Wang, Y. Bao, M. Karczewicz, J. Ridge] CE06: Simplified update step operation for MCTF

Follow-up of JVT-O015. New ideas are: 1) Update motion vector derivation process is omitted. The reverse direction of motion vectors used in prediction step is used directly as update motion vectors. 2) Outlier motion vectors are checked and excluded from the update step. 3) Energy based adaptive weighting on update signal is replaced with a simple block energy based capping operation to limit the maximum amplitude of update signal.

With all these new simplifications, there is no obvious degradation claimed on coding performance. For some test sequences, the coding performance is claimed to be slightly improved.

For 1) "Direct update" replaces derivation of update motion vector for each 4x4 block. For 2) Up to 50% of motion vectors excluded from update process, so in general less update is made. Minor impact on PSNR. Comparison made against the simplified version (with simple interpolation method). Interpolation is made on basis of 16x16 blocks in cases of 16x16 block mode.

Breakout to identify commonalities/differences between JVT-P047 and JVT-P052.

Adopt unified solution (JVT-P052 and JVT-P047) as described in JVT-P052r1.

JVT-P096 [W.-J. Han] CE06: Verif of Nokia proposal JVT-P052

Verification of JVT-P052. By using the provided binaries and configurations files, results in JVT-P052 can be reproduced. However, due to the tight deadline, the verification results for Crew, Harbour, and Crew sequences are nit finished. All other sequences are verified. The details are described in the attached excel file. For the unfinished sequences, results are promised for the Poznan meeting.
Verification has been finished, no problem found.

JVT-P084 [W.-J. Han] CE06: Core experiment report on update step

It is well-known that the open-loop MCTF with update-step structure provides a state-of-the art performance as well as the excellent scalability feature although most standardized video codecs utilize the closed-loop concept. In this contribution, the various properties between closed-loop and open-loop framework including the single-layer and multi-layer tests are investigated. Furthermore, a new scheme for utilizing both good properties of the closed-loop scheme and the update-step by combining the closed-loop prediction and the switched update-step technique is proposed. From the test results of combined scalability configuration, it can be concluded that the new scheme can combine the closed-loop prediction and the update-step successfully and improve the PSNR values up to 0.8 dB.
Up to 15% savings in bit rate by update step in open-loop. Tool1: Closed-loop prediction also gives gain if update step is used. In base layer, closed loop HB with closed-loop ME shows best performance. In enhancement layer, usage of update step gives additional gain (up to 0.44 dB). Tool2: Performing prediction step first in the decoder allows to avoid mismatch. Gives up to 3 dB gain at small QP (8) in the PSNR range of 40 dB and above. For higher QP value, update step can be skipped at the decoder (QP > 24: no PSNR drop). Would allow to apply complexity scalability at the decoder. Combination of the two tools gives typically 0.2-0.3 dB over JSVM2. Update step gives less PSNR fluctuations. For inter-layer motion prediction, closed loop ME gives sometimes worse results (less coherence between base and enhancement).
Further investigation in CE recommended to find out benefits of update at higher fidelity ranges.
JVT-P060 [X. Wang] CE06: Verif. of Samsung prop.

Verification of JVT-P084. Both the encoder and decoder (binary executable) were provided. Using the configuration files provided in JSVM2, sequences were re-encoded, decoded and PSNR values were computed against original at each target bitrate on all the test sequences. The PSNR values from the verification test match those provided in JVT-P084.  

JVT-P077 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Complexity reduction by simplified chroma update step

The update step for the chroma signal is simplified by quantizing chroma update motion vector to integer-pel accuracy. It is claimed that this simplification does not introduce any noticeable degradation but the overall complexity of update step is reduced because fractional pixel interpolation can be avoided. Besides that, skipping of chroma update is also proposed, and this feature could be controlled by using a syntax element disable_chroma_update_flag.
Method 1: Simplification by using integer MV, only small loss in  PSNR (<0.1 dB); method 2: Skipping of chroma update entirely: loss of 0.5-1 dB. Comparable to other results reported on the entire omission of the update step, but questionable why it should be best strategy to omit it only for luma.  Further discuss in definition of CE with the other participants.

For further consideration of CE6 results, subjective comparison will be performed for

· JSVM2

· Hierarchical B frames, closed loop

· P047

· P052

· P084

Tests with 4 people did not show any difference between the various methods.

Continue CE.

6.7. CE 7 & related docs: Enhancement layer intra prediction
JVT-P063-L [P. Yin, J. Boyce, P. Pandit] CE07: Proposal for CE07 enh. layer intra pred.

The technical description and experimental result in response to CE7 are provided, which as an update of JVT-O053. Unlike JVT-O053, the new mode I_BLS, which enables spatial intra prediction for the enhancement layer residue, is added as an additional macroblock prediction mode, so that I_BL mode and I_BLS mode can be selected on macroblock basis. Compared to JVT-O053, the new proposal is claimed that it can still maintain the gain at the higher bitrate, while also achieve some gain at lower bitrate.
Bitrate savings of 1.28% for QP 24-36

Bitrate savings of 3.53% for QP 8-20

Contribution has been noted.

JVT-P070-L [A. Segall] CE07: Verif. of JVT-P063 enh. layer intra pred.

Verification of JVT-P063.  Bit-streams and a binary decoder have been provided.  It was verified that the bit-streams are decodable and bit-rates and PSNR values were measured.  The rate and PSNR information is enclosed in a supporting document.
JVT-P069 [A. Segall, S. Lei] CE07: Prop. for adaptive upsamp. spatial scalab.

An approach to adaptive upsampling.  The description is based on JVT-O010, which proposes a technique to select filters on a block-by-block basis and utilizes a four-channel filterbank.  Filter selection is performed at the encoder and signaled to the decoder.  For the case of IntraBL coded blocks, a coding improvement of up to 0.6dB is claimed when compared to the current JSVM and encoded with a PSNR of 38dB.  Coding improvements of 1.7dB are claimed for high-rate conditions.

PSNR gains at 40dB: 0-0.2dB for most sequences and 0.46dB for Mobile.

Gains are consistent over the two (probably different) versions of the downsampling mechanism.

Question: How could down-sampling be changed to obtain some of the gains?

Not clear how some of the sequences have been created. Are there phase shifts.

Size of downsampling filters? 13 taps 4CIF->CIF, CIF->QCIF, 9 taps?

Markus Beermann asked to provide information on how the originals in our experiments have been generated.

Question on level of adaptation: MB, picture, sequence. Said to be tried and not working.

Contribution has been noted.

Create AHG on re-sampling [Chair: Gary Sullivan]
JVT-P066 [P. Pandit] CE07: Verif. Sharp proposal JVT-O010

Verification of JVT-P069. Related to the direct texture upsampling method.
JVT-P078 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Clarification of intra_base_flag

Proposal is about I_BL (intra base) macroblock, which uses the scaled and reconstructed base layer signal as the predictor. Two flags are used to indicate I_BL macroblock type; base_mode_flag and intra_base_flag. The usage of intra_base_flag in the current JSVM is claimed to be inappropriate for the single-loop decoding case. Contains a proposed clarification of the intra_base_flag syntax with regards to inter-layer prediction constraint.
In single-loop decoding, when Intra_BL prediction is not possible, the flag that indicates the use of Intra_BL prediction should not be present. Adopt.
JVT-P041 [L. Xiong] Reducing enh.-layer directional intra pred modes

In addition to H.264/MPEG4-AVC Intra prediction maccroblock types in the JSVM2 enhancement layer Intra prediction and the I_BL model is added. For I_BL, the corresponding encoded macroblock information in layer k can be used to process the Intra prediction of current macroblock in the layer k+1. By using I_BL, on some occasions, it is claimed that better efficiency of prediction and encoding can be achieved.
Create an AHG on enhancement slice complexity reduction [L. Xiong]
6.8. CE 8 & related docs: Region-of-interest coding
JVT-P042 [T.-C. Thang, T.-M. Bae, Y.-J. Jung, Y.-M. Ro, J.-W. Kang, H.-C. Choi, J.-G. Kim, J.-W. Hong] CE08: Spatial scalability of multiple ROIs

The functionality of ROI spatial scalability is addressed. ROI can be encoded by different quality and/or resolution. ROI can be overlapping, duplicate encoding to be avoided. Border extension necessary, e.g. for upsampling filtering of an ROI. Exp. 1: Bitrate saving according to size; Exp.2.: Bitrate saving according to OR size; Exp. 3: Bitrate saving according to "virtual part". Syntax element proposed for signaling number of ROIs, and decoding process for boundary handling by the virtual part. 

Hint is made that this might better be done non-normatively. Boundary filtering could be done after decoding, encoder would need to take care that no MV points outside the ROI. FMO is already capable to handle these issues. "Virtual part" could be implemented by skipping macroblocks. Further study encouraged.
JVT-P043 [T.-M. Bae, T.-C. Thang, D.-Y. Kim, Y.-M. Ro, J.-W. Kang, J.-G. Kim, J.-W. Hong] FMO implementation in JSVM

FMO(Flexible Macrblock Ordering) and ASO(Arbitrary Slice Order) are already existing tools. Currently, these tools are not supported by both encoder and decoder of reference software of SVC, JSVM2.0. To support these functionalities, FMO and ASO have been implemented in the JSVM 1.0 and the encoding procedure is described.

Get in contact with software integrator. Consider in new integration plan for JSVM software.

JVT-P097 [G. H. Park, K. I. Lee] Advanced FMO for ROI in SVC

An Advanced Flexible Macroblock Ordering (A-FMO) method is proposed with the aim of improved picture quality of the ROI region in which the cyclic-FGS coding method is used. The concept of the virtual rings on the FMO is proposed and the number of recursive scan frequency (RSF) for each virtual ring is controlled. By changing the RSF on each virtual ring, image information of the blocks of each virtual ring can be differently encoded and decoded according to the priority of the user interests, therefore the picture quality of the blocks assigned into the ROI region can be enhanced in comparison with the picture quality of the blocks located in the left-over region. The proposed method uses the box-out scan with introducing the virtual ring concept and applies the different number of scanning for coding to the blocks belong to virtual rings to accomplish the enhancement of the ROI without using the conventional bit-shift process.
Ring/spiral sequence only for FGS refinement. Further work needed showing the possible advantages of the technique as compared to "conventional" FMO.
JVT-P106-L [Z. Lu] CE8 report: Perceptual Region-of-interest (ROI) based Scalable Video Coding
Reports progress in CE8 test 1. Changing ROI are implemented and introduced in the report. Subjective and objective comparison between JSVM1 and perceptual ROI-based JSVM1 are to be presented in the report. Because the subjective viewing test is arranged to hold on Saturday (23rd July 2005) afternoon, a revised version with the comparison on subjective quality will be uploaded later.
Implementation by using existing tools (quantizer update, motion refinement). Some overhead, but not quantified. Presently no concrete proposal how this overhead may be avoided.
JVT-P107-L [Z. Lu] CE8: Cross-check of Spatial scalability of multiple ROIs
Verification of CE8 test 1, JVT-P042. The source of the proposal as well as the executable code and configuration files has been received. The bitrate reported in JVT-P042 are verified.
ROI to be further investigated in CE. Use FMO as present way of implementation as an anchor for comparison. To define common testing conditions, the center part of the sequence should be enhanced by ROI, and the amount of enhancement (e.g. delta-QP) must be commonly used. Any future proposals on ROI shall use these conditions.
6.9. CE 9 & related docs: Improved quantization
JVT-P030 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12305) CE09: CE report on improved quantization

An adaptive reconstruction offset has been tested as well as embedded quantization intervals as proposed in JVT-O060. Using new test conditions, some gain is claimed in SNR scenarios (up to 0.23dB on luminance and 0.31dB on chromas for higher rates). For some sequences such as Mobile no specific gain is observed. When considering combined scalability scenarios, gain is only observed at the lowest resolution. This gain is not passed on to higher resolution. 
Continue CE.
JVT-P022-L [V. Bottreau] CE09: Cross-verif of FT JVT-P030 on SVC quantization

Verification of JVT-P030. The test conditions from JVT-P030 were used.
JVT-P053-L [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE09: Improved quantization for FGS coding

No abstract provided!
JVT-P101-LL [P. Amon] CE09: Result report

JVT-P044 [H.-C. Choi] Embedded quant. for improved SNR scalability

An embedded quantization is presented. The significant DCT coefficients of the residues of each SNR enhancement layer are divided into 3 groups and quantized into three values, -1, 0, and 1. In order to quantize and de-quantize the DCT significant coefficients, the proposed method calculates quantization intervals and reconstructions values in the sense of R-D optimization. Then, DCT significant coefficients of each enhancement layer are quantized and de-quantized using the values obtained by the proposed method. This method computes the quantization intervals and reconstruction values in the sense of R-D optimization. Improvement of 0~1.4dB are claimed in the first SNR enhancement layer.
No decoder. Further work is encouraged.

JVT-P086 [W.-J. Han] Distribution-based inverse quantization

The quantization and inverse quantization process defined in JSVM assumes the Laplacian distribution with fixed decoding points. In this contribution, the PDF of the coefficients at the decoder side is estimated using the histogram of the quantized levels. In addition, a simplified approximation of the coefficient histogram is proposed to minimize the complexity overhead. The reconstruction points are the derived by equally dividing the PDF areas in the given quantization interval. The PSNR gain is claimed to be up to 0.8 dB at the Qp value of 8 and 0.2 – 0.3 dB at the relatively low Qp values from 24 to 28.
Add to CE.

JVT-P095 [T. Rusert, M. Wien] Locally adaptive quantiz.: concept and first results

A concept for bit rate allocation with locally adaptive quantization for the JSVM is presented. The error-propagation characteristics within the MCTF scheme are considered on a macroblock basis by modified computation of the distortion measure used for rate-distortion optimization. In an analytic approach, a performance gain of up to 0.3 dB is observed for four decomposition levels. In a model-based approach, a performance gain of up to 0.2 dB is observed for one decomposition level.

Further work is encouraged.

6.10. CE 10 & related docs: Extended spatial scalability
JVT-P012 [S. Sun] CE10Pt1: Direct interpolation for upsampling

This contribution is a response to CE10 part 1.  It shows performance of the improved upsampling process applied to extended spatial scalability.  The proposed direct interpolation method is claimed to reduce computational complexity while slightly improving quality of the up-sampled pictures by up to 0.45 dB and 0.19 dB on average comparing to the JSVM2 implementation.
Gains between 0 and 0.45 dB with average being 0.19 dB

Subjective results are requested. Adopt an additional option into software as at this meeting. Verify performance related to activities of resampling AHG. Do not automatically move to WD unless verified at the next meeting.
JVT-P020 [J. Vieron] CE10Pr1: Cross-verif of JVT-P012 direct upsamp

Reports the cross-check result for the proposal 1 of CE10 described in document JVT-P012, related to direct texture upsampling method.

JVT-P018 [E. Francois, J. Vieron, S. Sun] CE10: Report of results

This document reports the results of CE10 related to Extended Spatial Scalability. The goal of this CE is to improve the upsampling processes applied in extended spatial scalability as described in the JSVM2. This basically addresses the intra texture, residual and motion upsampling.

JVT-P019 [J. Vieron, E. Francois] CE10: Unified motion upsampling in extended spat scal

This document relates to CE10, dealing with Extended Spatial Scalability. It corresponds to proposal 2, focused on motion upsampling, in case of cropping and non dyadic spatial scalability. The proposed solution aims at unifying the two tools of Extended Spatial Scalability, that is, spatial scalability with ratio 3/2 and MB aligned cropping, and spatial scalability with any ratio and any cropping.

Adopt.
JVT-P074 [S.-W. Park, J.-H. Park, D.-H. Yoon, B.-M. Jeon] CE10: Verif. of Thomson proposal JVT-O041/O042

The main purpose of this document is to verify the performance of the CE 10 related to improving upsampling process applied in Extended Spatial Scalability (ESS) as described in the JSVM2. In this document, we focus on verifying the results of Thomson’s proposal (JVT-O041/O042) of CE 10. The proposal consists in providing a complexity reduction by fully unifying ESS_3_2 with a limited enhancement / base layer ratio of 3/2 and ESS_generic supporting any ratio. The three ratios of 3/4, 2/3 and 3/5 are considered and generic solution and unified solution are compared for each of those ratios.
Continue CE.

6.11. CE 11 & related docs: FGS ordering
JVT-P054-LL [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] CE11: Core experiment results for FGS reordering

Doc. has been noted. 
JVT-P027-LL [V. Bottreau] Prop. on FGS bitplane coding 

[removed in TW notes] Withdrwan
JVT-P058-LL [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] Entropy coding for Fine Granularity SNR Scalability

[removed in TW notes] Withdrawn
JVT-P090 [B.-K. Lee] Adaptive FGS process

Utilizes deblocking filter for Intra_BL prediction.
Shows bitrate savings of 6-7% at 1st FGS enpoint.

Add to CE on inter-layer texture prediction.

Stop CE 11.
6.12. CE 12 & related docs: Weighted prediction FGS coding of closed-loop P frames
JVT-P055-L [Y. Bao, M. Karczewicz, X. Wang, J. Ridge] CE12: Weighted pred. FGS coding closed-loop P frames

Doc. noted. Continue CE12 on low-delay SNR scalability.

JVT-P046-L [J.-Z. Xu] Alternative to FGS quant. method of JVT-O054.

An alternative FGS coding method to JVT-O054 is presented. It is claimed that it can improve the coding performance compared to the proposed one in JVT-O054 and meanwhile effectively reduce the decoding complexity of motion compensation operation for enhancement macro-block. It is implemented based on Progressive FGS (PFGS) with macro-block based drifting control.  Single-loop decoding is claimed.

Add to CE12.

JVT-P087 [W.-J. Han] PFGS with bilinear interpolation filter

Compared to the current implementation of FGS technique in JSVM, progressive fine grain scalability (PFGS) uses the FGS layer as the reference frames to improve the coding efficiency. However, the computational complexity is the major burden of PFGS since motion compensation is needed for each FGS layer. In this contribution, the scheme for estimating the FGS residual in the PFGS scheme is modified. In addition, a less complex bi-linear interpolation filter in the FGS layer is used to reduce the overall complexity of PFGS-based schemes. From the experimental results, it can be shown that the use of a bi-linear interpolation filter does not degrade the PSNR values in the FGS layer, and the modified residual estimation process provides up to 7% bit-saving compared to the direct PFGS residual computation process.
Add to CE12.

6.13. High-Level Syntax

JVT-P031 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12306) Syntax for FGS pass fractioning

A syntax modification for allowing FGS pass fractioning is proposed. With that, an FGS enhancement pass may be split over several NAL units. This syntax modification is claimed to be justified for enabling dead sub-streams implementation and to help proposing Medium Grain Scalability at the NAL unit level.

Presentation has been made that showed a consensus of the break-out group containing a design similar to JVT-P031 but introducing a new slice_type at the benefit of saving 1 bit. JVT experts comment was to spend the bit and merge the slice_type into one slice_type, i.e., amending the PR slice_type.

The use of base_id_plus1 was adjusted to account for FGS fragments.

Adopt as described in JVT-P112.

JVT-P112 [S. Pateux, Y.-K. Wang, P. Amon] Agreed Syntax for FGS pass fractioning.
JVT-P032 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] (M12307) On high-level syntax for SVC

Some discussions with examples and syntax improvements for the high level syntax of NAL units are proposed. Based on these discussions it is proposed to always use the extended NAL unit header (i.e. having simple_priority_id, dependency_id, temporal_level and quality_level) and thus removing the extension_flag introduced in the NAL unit header. Further the mapping between simple_priority_id and (dependency_id, temporal_level, quality_level) should be relaxed to get more flexibility.

JVT-P100 [P. Amon, A. Hutter, T. Rathgen] High-level syntax for SVC

Three different tools for the high-level syntax of SVC are proposed. The first topic addresses the scalability description in the NAL unit header. First, the current status of the discussion is briefly reviewed, which is a variable length design. Then two alternate solutions are presented, which basically introduce more flexibility in the usage of the NAL unit header. The second tool describes the concept of Super-NAL units. These container elements include all NAL units of one scalability level (the same spatial, temporal, and SNR ID). This design facilitates scalability operations and supports transport. The third tool deals with the design of FGS NAL units to allow medium and fine grain SNR scalability with the high-level syntax.

a) Introduction of FGS fragment NAL units. Adopt. 

b) NAL unit header

a. 1 Byte only

b. 2 Bytes only

c. 1 or 2 Bytes

Router/proxy: drop the right packets

Sink: drop the right packets

Source: thinning

Problem: Can we expect routers/proxies to be capable of

a) do more than dropping packets that are larger than a given value (1 Byte) – fixed path

b) parse an SPS to derive alternative adaptation paths (1 Byte) – variable path at cost of parsing SPS and established 1D-3D relationship

c) use the explicit 3D scalability information to determine the adaptation path (2 Byte) – variable path at the cost of 1 Byte overhead per NAL unit

[ EXT DS P5 P4 P3 P2 P1 P0 ]
[ EXT DS Q5 Q4 Q3 Q2 Q1 Q0 D2 D1 D0 T2 T1 T0 L1 L0 ]
Decision: keep switchable version of NALU ext header with different meaning of P and Q.
Removal of "dead substream" SEI message.
JVT-P061 [Y.-K. Wang, M. M. Hannuksela] Signaling of scalab. info.

A mechanism for signaling of scalability information is proposed, targeting for easy and convenient system-level operations on scalable video streams. The concrete proposals enabling the signaling mechanism are 1) An improved syntax for the scalability information SEI message specified in the JSVM 2 (JVT-O202), 2) A new SEI message called sub-picture scalable layer information SEI message, 3) A restriction on the use of the three sub-sequence related SEI messages.

Discuss in connection with JVT-P042. Adopt as described in JVT-P113. 
JVT-P113 [Y.-K. Wang, T. C. Thang] Agreed Signaling of scalab. info. SEI message

JVT-P062 [Y.-K. Wang, Y.-L. Bao] Indication of non-required pics.

A new SEI message is proposed for indication of non-required pictures before their decoding, such that the decoder can avoid decoding and buffering of the non-required picture while at the same time low delay is allowed.
Relationship with fragmented NAL units and dead substreams has been clarified and SEI message has been adjusted accordingly. Adopt adjusted SEI message as decribed in JVT-P062r1. JVT-P062r1 has been presented.
JVT-P079 [D.H. Yoon, B.-Y. Jeon, J.-H. Park, S.-W. Park] Key picture indication in AVC compatible base layer

The JSVM2.0 key pictures use closed-loop motion compensation. The reference pictures for the key picture are the base representation without FGS enhancement. The reference pictures of non-key picture are the base representation + FGS enhancement. It is claimed that the way how to indicate key picture for slices conforming to AVC ( the base layer of SVC ) is not clear so far, since key_picture_flag is defined only in slice_header_in_scalable_extension. A solution using nal_ref_idc is proposed.

Adopt.
JVT-P080 [S. Jeong, M. Park, G. Park, K. Kim] Flag bit in SEI for adaptive GOP structure

Adaptive GOP Structure was adopted into JSVM as non-normative because it dose not require any modification for the decoder. It is claimed that it requires a modification on the extractor. In order to use Adaptive GOP structure in JSVM, the information whether Adaptive GOP Structure is used or not is required. Therefore, a flag bit in Scalable Information is proposed in order to notify whether Adaptive GOP Structure is used or not to the extractor. This flag bit is added into Scalable Information SEI, because it used only at the extractor.
Two methods proposed:

a) reversing the numbering

b) flag to indicate lowest resolution – added syntax to repair old concept (GOP structure) representing syntax

Consult with the editors. Clean syntax to accommodate AGS. Adopt as described in JVT-P114. 
JVT-P114 [J. Reichel, S. Jeong] Simplified syntax for AGS
6.14. VLC-based entropy coding

JVT-P056-L [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] Variable length codes for SVC

As noted at the previous JVT meeting, context-adaptive variable-length codes (CAVLC) is a feature currently missing from the JSVM software. CAVLC is incorporated into the JSVM. Base-layer compatibility is verified with H.264/AVC by decoding test sequences using H.264/AVC JM 9.6. For enhancement layers, the performance is claimed to be in line with the single-layer case.
2 parts:

a) CAVLC for base layer. Implementation of existing tools. Adopt into JSVM software.

b) New tools for scalable coding. Create CE on VLC-based entropy coding to verify the results. Add tool to the software at this meeting to enable incorporation into other proposals. Test conditions to be provided by Nokia at the same bitrates as for the CABAC case.

Consider implications of mixing CAVLC and CABAC into one SVC bitstream.

6.15. Weighted prediction

JVT-P064 [P. Yin, J. Boyce, P. Pandit] Weighted prediction for SVC

JSVM2.0 uses the same pred_weight_table() syntax in the scalable extension as in AVC, which indicates that the enhancement layer can have a different pred_weight_table() from its previous layer. In this contribution, it is proposed to re-use the base layer weighting parameters for enhancement layer if the corresponding base layer exists, i.e., to remap the pred_weight_table() from the base (or previous) layer to pred_weight_table() in the current enhancement layer. It has the advantage of saving memory, complexity and can achieve a slight coding efficiency improvement at very low bit rates. 
JVT-P076 [K.-H. Lee] Multi-layer weighted prediction

MCTF is a temporal wavelet process with motion compensation. MCTF can be used in multi layer structure scalable video coding. It is proposed that weight for motion prediction in upper layer can be estimated from base layer information.

Same as JVT-P064.

2 parts:

a) Weighted prediction for the base layer. Adopt into JSVM software.

b) New tools for scalable coding. Adopt.
JVT-P071 [A. Segall] Verif. of JVT-P064 weighted pred.

Verification of JVT-P064.  Bit-streams and a binary decoder were provided.  It has been verified that the bit-streams are decodable and bit rates and PSNR values have been measured.  The bit rate and PSNR information is enclosed in a supporting document.
JVT-P065 [P. Yin, J. Boyce, P. Pandit] Weighted prediction for SVC MCTF update step

The update step is investigated when weighted prediction is used in prediction step. First, the weights for the MCTF update step are theoretically derived based on the weights from prediction step. Then simulations are conducted to study two issues using fading sequences. The first issue is if the MCTF update step can improve coding efficiency compared to MCTF without update step when weighted prediction is used in prediction step. The experiment shows that MCTF update can achieve only a little gain compared to MCTF without update for fading sequences when weighted prediction is used in prediction step. The bigger gain can only be achieved by the sequences of longer fades which mainly contain global motion with larger GOP Size. The second issue is if the update step should incorporate the weighting parameters used in the prediction step since JSVM2.0 applies adaptive update weights to control the update strength. The experiment shows that MCTF update with derived weights from prediction step does not achieve any gain compared to MCTF update without derived weights. But since MCTF update with derived weights from prediction step involves more computational complexity, it is simpler to perform MCTF update without derived weights.
Do not apply the weights for the update step. Adopted.
6.16. Other subjects

JVT-P045 [I.-H. Shin, H.-W. Park] Adapt. upsamp. for spat. scal.

A new up-sampling method for SVC is proposed. A type-1 DCT up-sampling method is employed. An adaptive filtering method of luminance component in the type-1 DCT up-sampling is used, which applies different weighting parameters to DCT coefficients. The adaptation is claimed not to incur an overhead in computational complexity at the decoder side. The weighting parameters of the up-sampling matrix are transmitted as side information. 
Only results for intra-frame coding. Add to CE on inter-layer texture prediction.

JVT-P051 [J. Jia] Imp. coding eff. by polyphase downsampling

A method for improving SVC coding efficiency on the basis of polyphase down sampling (PD) is described. The presented method proposes to implement PD on the residual signal before integer transformation in the SVC enhancement layer. Experiments based on JSVM2.0 are performed with different test sequences on Palma test points. It is claimed that the presented method gives 0.08 – 0.2dB improvement over the tested set of sequences when comparing at the same bit rate. It also claimed that the presented method effectively improves the coding efficiency of FGS enhancement layer by 14% average bit rate reduction at a 0.07dB PSNR loss in enhancement layer.
Add to CE on inter-layer texture prediction.

7. JVT Non-SVC normative modifications

7.1. Improved 4:4:4 coding

JVT-P016 [Y.-L. Lee] Lossless intra coding for improved 4:4:4

A new lossless Intra coding method based on DPCM (Differential Pulse Code Modulation) is proposed. The High 4:4:4 profile uses a multi-directional spatial prediction method to reduce the spatial redundancy by using block boundary pixels. In the proposed lossless Intra coding method, the spatial prediction residuals are transformed to the residual DPCMs. Also, the proposed method based on DPCM is designed not to break the decoder pipeline processing. The proposed lossless Intra coding based on DPCM is applied after the existing H.264 horizontal and vertical prediction. The proposed lossless Intra coding method based on residual DPCM reduced the bit rate by approximately 12.53 % in comparison with the lossless Intra coding method included in the H.264 standard.
Method of improving lossless intra coding.  Based on concepts presented at Redmond meeting JVT-L017.  Applied to block sizes used in FRExt (4x4, 8x8, and 16x16).  Changes operation in two of the intra pred modes.  Draft text provided – about one page of text.
Performance – 12.5% savings on average for intra.  Pretty good.  Any complexity problem?  Doesn't seem like much complexity.  On the surface, seems like little added complexity.  Some misgivings expressed (the need to use mode-customized transforms in two cases and not in others).
If we had a new profile, would we want this to replace the current intra in it? Not sure yet.
Proponent says when testing on 8-bit YUV4:2:0, this method performs roughly same (maybe a little better) than JPEG-2K lossless.

Comment: Have you tried to run it on YCoCg?  No.

Comment: Should test more thoroughly.

Comment: Current intra design may not be what we would want for other reasons for 4:4:4 – see other contribs.

Generally favorably disposed, but needs further study and depends on other 4:4:4 plans.

Later verbal report – when using this method with new intra proposed coding methods (e.g., more pred modes available for chroma), seems to work just as well in that context and maybe even better.  Should study more.

JVT-P017-L [H. Yu, L. Liu] Advanced 4:4:4 profile

The Advanced 4:4:4 Profile proposed in JVT-O013 has been implemented in the JM software. The presented test results are used to claim that the proposed Advanced 4:4:4 Profile outperforms the current High 4:4:4 Profile. The latest development of the proposed Advanced 4:4:4 Profile are discussed and new test results are presented.
Proposes not using RCT.

Two options proposed for intra – same intra spatial prediction modes available for all 3 channels, with all 3 channels handled like luma is now, motion comp interpolation for chroma uses same method as for luma, separate CABAC context models for each color component, identical to current luma operation, same luma and chroma resid syntax.

"Solution 1": Intra predictors selected separately for each color component.
"Solution 2": Intra predictor type selected once, and then same mode applied for each color component.
Summary of relative perf: Solution 1 beats Solution 2 in quality by average 0.2 dB at 45 dB and above (which is not a very impressive amount).
Asserted that, in applications of interest to proponent (very high quality, high resolution), 45 dB is realistic (perhaps even a minimum).  Average intra-only improvement roughly 1.5 dB (e.g., 25% bit rate savings) in that neighborhood, depending on what is compared.  Most of that is retained down to 40 dB or less.
Similar efficiency differences with inter prediction.

Artifacts noted in some sequences.

RCT results seem rather negative and mystifying.
Not cross-verified.

JVT-P048-L [W.-S. Kim+] Further experimental results on 4:4:4 coding

Performance of coding tools using various images of different characteristics – film grain noise, thermal noise, sampling, and cropping, etc is discussed. After brief description about RCT coding method, additional experimental results on the 4:4:4 chroma format materials are shown aiming to verify the efficiency of the RCT coding over various kinds of image sequences.
JVT-P049-L [W.-S. Kim+] Study on advanced 4:4:4 coding

Coding methods such as inter-plane prediction and single mode prediction are proposed aiming at improving the coding efficiency of the current FRExt 4:4:4 video coding technology, especially for RGB coding using RCT. A new work item of advanced 4:4:4 video coding is suggested in addition to the current standard.
JVT-P083 [Y. Yamada, S. Sekiguchi, Y. Isu, K. Asai, T. Murakami] Consideration on intra coding eff. of High 4:4:4 pr. (not Sunday afternoon)

Discussion of intra coding efficiency of the High 4:4:4 profile. At the Busan meeting, there was a discussion on the need of advanced 4:4:4 profile due to a loss of coding efficiency at very high bitrate. There was a discussion focus on intra coding efficiency of the High 4:4:4 profile especially when the input source signal is not YUV basis. For the applications targeting very high quality and resolution, color conversion to YUV space may be a limitation for further coding gain due to an information loss derived from color matrix conversion. The intra coding performance of the High 4:4:4 profile for XYZ formatted content was tested, which is adopted by Digital Cinema Initiative (DCI) as the signal representation for digital cinema contents. It is claimed that the intra coding performance for 4:4:4 high quality contents could further be improved by careful design of the intra prediction scheme suitable for 4:4:4 contents.
JVT-P088 [T. Wedi, S. Kondo, H. Saito] 4:4:4 Intra-only coding

High 4:4:4 profile uses the same mode for all three color-components of a MB [not true]. Thus, the color components cannot be coded independently and the possibility of parallel processing is limited. This limitation is claimed to be a drawback, because parallelization is essential, especially for future professional cameras that record video content at incessant higher resolutions. An Intra-only method is proposed that allows independently encoding and decoding of each color component. Therefore, separate mode information is associated to each color component on MB basis. In order to restrict the memory consumption, it is further proposed to keep the interleaving of color components on MB-level. Thus, the possibility of parallel processing for Intra only applications is significantly enhanced. It is claimed that the maximum (worst-case) overhead due to assignment of separate modes for each color component is negligible for professional applications.

JVT-P102-L [H. Yu] Artifacts seen in some Viper 4:4:4 sequences

Some severe artifacts in some Viper 4:4:4 JVT test sequences are reported. These sequences are “breeze” and “kungfu”. These problems are discussed and some preliminary results from the investigation are presented.
Recommended not to use these parts of the Viper material.  Look for different scenes to replace those two.
Discussion:
Create 1 or 2 new profiles. 

1. Intra-only

2. Inter coding added to first profile
Timeline: 

CD in October assessed to be possible and desirable.

Idea to have a meeting of the AHG for subjective tests in Indianapolis at Thomson facilities. Involvement of MPEG test group suggested. Further discussion needed. 
Create JVT resolution on consideration of removal of Hi444 Profile
8. JVT Non-SVC non-normative aspects
The group adopts that the chairman should not use the mobile phone while chairing the meeting.
8.1. Encoder optimization techniques

JVT-P014 [H. Schwarz, D. Marpe, T. Wiegand] Hierarchical B Pictures

An investigation of H.264/MPEG4-AVC compatible encoding with hierarchical B pictures is presented. The memory requirements are analyzed, the modifications of the encoder control compared to the H.264/MPEG4-AVC Test Model are described which improve the coding efficiency for hierarchical B pictures, and present a comparison of the coding efficiency for different GOP sizes (number of hierarchy stages) and a wide range of test sequences. It is claimed through simulation results that in comparison to the classical “IBBP…” coding, the coding efficiency can be improved by up to 1.5 dB just by modifying the coding structure. It is also claimed that the usage of hierarchical B pictures does not only improve the objective quality for the majority of test sequences, but also the subjective quality especially for sequences with fine-detailed slow/regular moving image regions.
Using their own software.

Remark:  IBBP is dead.  Long live hierarchical B pictures.

Remark: JVT members should take note, and point out the deficiencies of any comparisons of other codecs to AVC that do not account for the ability to use hierarchical B pictures in AVC.

To achieve temporal scalability and use the minimum amount of reference picture memory, can use long-term reference pictures.  Other methods might be possible.

f = 1/3 in Key pictures, 1/6 in non-key.  QP = QP of lower layer + 1 (except +4 for 1st enhancement level).

Sometimes gains in perceptual quality even when not in PSNR.

JVT-P015 [G. J. Sullivan, J. Lou, M.-T. Sun] Adaptive quantization yielding 10 dB gain

Results obtained from experimentation using adaptive quantization in video encoding are described.  The results of a small number of tests are reported on the effect of adaptive quantization on luma and chroma fidelity with different adaptive-update weighting factors.  The amount of luma-component quality improvement that is obtained by use of this technique is claimed to be about 11 dB (10 dB at equivalent bit rates).  This substantially exceeds the 3.7 dB anticipated improvement as calculated using high-resolution quantization theory analysis described in the contribution.  The chroma fidelity difference for use of the technique is claimed to be in the 5 to 6 dB range.  Results are reported for one particular video sequence – however, one additional sequence is reported to have been checked, and it is asserted that the results are likely to be roughly similar for others.  The results are reported to have been approximately verified independently by Shijun Sun of Sharp.  Remarks on intra and lossless coding are also provided.
JVT-P021 [X. Yi, J. Zhang, N. Ling, W. Shang] Improved & simplified fast ME for JM

In order to reduce encoding time, the current JVT reference software JM adopted a fast motion estimation method called UMHexagonS. In this document, an improved and simplified fast motion estimation scheme is proposed that claims to further speed up the encoding process and enhance the rate-distortion performance. Simulation results are shown to underline the claim that with similar or even better rate-distortion performance, the proposed method reduces motion estimation time by about 55% and 94% on average when compared with those of UMHexagonS and Fast Full Search respectively. In addition, a bit rate reduction up to 18% is claimed when comparing with that of full search in low complexity mode.
Based on existing method proposed by Tsinghua Univ, but simplifies search flow and provides early termination conditions.  Not clear whether PSNR and bit rate comparisons are using BD method – results may actually be better than reported.  Software provided in JM 9.6 (changes in 3 files), lines of code reduced.

Seems like good work.  Reportedly partly verified by Tsinghua.  Try to integrate into ref soft in addition to current method.
JVT-P026 [A. M. Tourapis, H.-Y. Cheong, P. Topiwala] Fast ME in the JM reference software

The scheme presented in JVT-E023, with some minor enhancements is proposed.

Integrated reference software has been provided, although not yet fully studied by interested parties.  Having both versions in the software for a while seems advisable to give the opportunity to study the relative capabilities of the two methods.  Let's keep two methods in the software and study their relative benefits.  Perhaps eventually we will remove one of the two methods.  Coding efficiency performance reported to be roughly the same as existing Tsinghua method.  May be faster than the JVT-P021.
Keep two methods in the reference software for a while to allow opportunity for study and comparison – hope to eventually just have one method.  For now, we'll have both the JVT-P021 and JVT-P026 methods integrated with config file switching.

Establish AHG activity to study co-chaired by Xiaoquan Yi & Alexis Tourapis. – reconsidered – no AHG established.
JVT-P111 [G. Sullivan] Decoder Inference of Optimal Reconstruction Values for DZ+UTQ Quantization of Laplacian Source Random Variables

This document, provided in response to an inquiry from the chair during the Poznan JVT meeting, shows (using one page of text with 12-point font) that it is possible for a decoder, using only quantized histogram statistics and knowledge of the quantizer threshold values, to infer MSE-optimal quantization reconstruction offsets for a typical (Laplacian) pdf source model.  The results can reportedly be used in an FGS-embedded context or a conventional non-embedded context.
Information document only.  No action needed.
8.2. Improved Error resilience
JVT-P023 [V. Bottreau] CABAC variant and options for bit error resilience

CABAC variants are proposed as options to support error-resilient decoding. It also presents a CABAC decoding algorithm making use of these options. The decoding approach is based on a Maximum-A-Posteriori (MAP) estimation algorithm. The trade-off between compression efficiency is controlled in a straightforward manner with a single parameter. When this parameter is set to zero, the performance is identical to the current CABAC implementations. Similarly, the trade-off between error-resilience and complexity is controlled by another parameter exploited by pruning techniques in the decoder. The performances of the decoding algorithm in the coder/decoder JM software are assessed with different error detection method against those obtained with classical CABAC hard decoder.
Comparison to better anchors needed that use more already standardized error resilience features. Common test conditions should be applied. Further work is encouraged.

JVT-P072 [S. Bandyopadhyay, Z. Wu, P. Pandit, J. Boyce] Frame loss concealment

The current JM 9.6 software has limited error concealment support. In particular, the reference decoder software cannot handle entire frame (or picture) losses. Two error concealment algorithms are proposed to be be added to the JM to handle frame loss – frame copy and motion vector copy.  The proposed error concealment algorithms were tested using the packet loss model of VCEG Q15-I-16r1.  The motion copy method reportedly outperforms the frame copy method by up to 4.6 dB.

Great to have this work – encourage integration – adopt into reference software & JM.
JVT-P050 [J. Jia] Polyphase downsamp.-based redundant slices

A polyphase down sampling (PD) based redundant slice coding method for SVC error resilience is proposed. The proposal is to implement PD in SVC redundant slice coding process, then encode and send a part of the DCT coefficients. In decoding process, the uncoded pixels in redundant slice are reconstructed by both motion compensation and spatial interpolation. Experiments based on JM9.6 are performed on different test sequences in error prone environment with average packet loss rate of 3%, 5%, 10% and 20%. It is claimed that the PD-based redundant slice coding method gives 1dB improvement on average PSNR and 0.5-5.2 dB improvement on frame by frame PSNR over the conventional redundant slice coding method based on the same bit rate.
Comparison to better anchors needed that use more already standardized error resilience features. Common test conditions should be applied. Further work is encouraged.

8.3. VUI
JVT-P103 [A. Rodriguez] Sample aspect ratio support

Three aspect_ratio_idc values are proposed for picture resolutions used in broadcast applications and HD DVD.
Seems like a good idea to include these in the next available amendment.  Agreed.
9. Withdrawn JVT documents

JVT-P033, JVT-P039, JVT-P073, JVT-P099, JVT-P110
10. Updating of JVT group documents

JVT-P024 [T. Suzuki] Editor's proposed draft FRExt conformance
JVT-P025 [T. Suzuki] Prop list of changes of AVC conformance

The conformance specification, including FRExt conformance, were consented in ITU-T and it is under trial publication. However, some minor bugs were reported after ITU-T’s publication. All problems and its fixes are summarized in the provided http file. CRC32 and time stamp is attached for each bitstream to identify the latest version. All those fixes have already been incorporated into the ISO version of the conformance specification during editing period before the ISO publication.
Adopt to remove cpb_removal_delay from paragraph in clause 6.5.6 as proposed in JVT-P025.

11. JVT operating rules

The following clarifications/adjustments of JVT operating rules have been approved.

All submissions must be made in JVT-P105.zip format with the word docs, excel sheets and other information being in the zip container. A revision of the doc shall be made by adding the revised doc to the zip container. (The document must also contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words written in 3rd person.)

Independent verification (necessary for adoption of a proposal) is provided either through 

a) independent implementation by 1 or more company different than the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available and one encoder version)

b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

For every SEI message and every syntax element that are currently in the SVC draft, a show case has to be provided in order to retain it in the JSVM/WD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/WD.

A first CE description must be available at the last day of the meeting. Changes of the CE description are only allowed until 1 month prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.

12. List of Adoptions

Person listed in bracket is responsible for provisioning of text and software integration.

12.1. AHG report related adoptions

· JVT-P006 AHG Report: JSVM & WD text. Approval of JSVM 2 text and WD 3 text. New procedure: Use Annex S in JSVM for all normative elements. This can be copied into the WD right away.
· JVT-P005 AHG Report: JSVM s/W and new func. integ. JSVM 2.1 software has been approved.

· JVT-P008 Err resil test cond's & apps. Testing conditions have been adopted as described in JVT-P206 subject to further refinement until 45 days prior to the JVT Nice meeting. 
· JVT-P009 Testing conditions for future benchmarking of SVC development and core experiments as described in JVT-P205. 
12.2. Normative SVC adoptions


· [J. Reichel] JVT-P028 CE01: Improved residual picture buffer management / JVT-P040 [M.-H. Lee] Progressive MCTF

· [M. H. Lee] JVT-P037 CE01: Reduced Memory MCTF: clipping of the reference signal prior to update to be represented by 8 bits per sample.

· [S. Sun] JVT-P013r1 CE02Pt2: Deblocking filter for I_BL Spatial SVC

· [Y. Bao] JVT-P089 CE03: Report on symbol pred. of resid. pred. flag: Adopt, by adding a context model that is conditioned on the CBP value of the base layer.

· [X. Wang] JVT-P047 CE06: Proposed approach to CE06 / JVT-P052 CE06: Simplified update step operation for MCTF: Adopt unified solution (JVT-P052 and JVT-P047) as described in JVT-P052r1.

· [D. H. Yoon] JVT-P078 Clarification of intra_base_flag: In single-loop decoding, when Intra_BL prediction is not possible, the flag that indicates the use of Intra_BL prediction should not be present. 

· [E. Francois] JVT-P019 CE10: Unified motion upsampling in extended spat scal

· [S. Kervadec] JVT-P031 (M12306) Syntax for FGS pass fractioning / JVT-P100 High-level syntax for SVC : Adopt as described in JVT-P112, Introduction of FGS fragment NAL units. Adopt. , Decision: keep switchable version of NALU ext header with different meaning of P and Q. Removal of "dead substream" SEI message.
· [Y.-K. Wang] JVT-P061 Signaling of scalab. info. / JVT-P042 CE08: Spatial scalability of multiple ROIs. Adopt as described in JVT-P113. 
· [Y.-K. Wang] JVT-P062 Indication of non-required pics.: Adopt adjusted SEI message as decribed in JVT-P062r1. 
· [D. H. Yoon] JVT-P079 Key picture indication in AVC compatible base layer

· [S. Jeong] JVT-P080 Flag bit in SEI for adaptive GOP structure: Adopt as described in JVT-P114. 
· [J. Boyce] JVT-P064 Weighted prediction for SVC / JVT-P076 Multi-layer weighted prediction:  2 parts: a) Weighted prediction for the base layer. Adopt into JSVM software, b) New tools for scalable coding. Adopt.

· [J. Boyce] JVT-P065 Weighted prediction for SVC MCTF update step: Do not apply the weights for the update step. Adopted.
12.3. Non-Normative SVC adoptions

· [H. Schwarz] JVT-P059 Comparison of MCTF and closed-loop hierarch. B pics., non-normative

· [N. Cammas] JVT-P029 (M12304) CE05: CE report on quality layers: Non-normative part adopted. 
12.4. Software adoptions that require further verification (do not automatically move to WD unless verified at the next meeting)
· [S. Sun] JVT-P012 CE10Pt1: Direct interpolation for upsampling: Adopt an additional option into software as at this meeting. Verify performance related to activities of resampling AHG. 

· [J. Ridge] JVT-P056-L Variable length codes for SVC: CAVLC for base layer. Implementation of existing tools. Adopt into JSVM software, New tools for scalable coding. 

12.5. Normative non SVC-related adoptions
· [T. Suzuki] Adopt to remove cpb_removal_delay from paragraph in clause 6.5.6 as proposed in JVT-P025
· [T. Suzuki] Approval of new conformance bitstreams are reported in JVT-P003. (Bitstreams with hierachical GOP structure)
12.6. Non-Normative non SVC-related adoptions

· [X. Yi] JVT-P021 Improved & simplified fast ME for JM

· [A. Tourapis] JVT-P026 Fast ME in the JM reference software

· [J. Boyce] JVT-P072 Frame loss concealment

13. List of AHGs established

AHG on Project management and errata [Chairs: G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand]

AHG on JM text and reference software [Chairs: T. Wiegand, K. Suehring, A. Tourapis, K. P. Lim]

AHG on Bitstreams & conformance [Chairs: T. Suzuki, L. Winger]

AHG on JSVM S/W and new functionality integration [Chair: G. Cook]

AHG on JSVM & WD text [Chairs: J. Reichel, H. Schwarz, M. Wien]
AHG on Spatial scalability resampling [Chair: G. J. Sullivan]

AHG on Err resilience test conditions & applications [Chair: Y.-K. Wang]

AHG on Coding eff & JSVM coding efficiency testing conditions [Chairs: M. Wien, H. Schwarz]

AHG on Study of 4:4:4 functionality [Chair: T. Suzuki]

AHG on enhancement slice complexity reduction [Chair: L. Xiong]

Copy mandate for all AHGs from previous description.
14. Schedule
The original schedule for the SVC project was: 

· WD in July 2004

· CD in October 2005

· FCD in March 2006

· FDIS in July 2006

As the WD has been shifted by 6 months (and for various other reasons) a new schedule is proposed: 

· WD in January 2005 (has already happened)
· CD in April 2006

· FCD in July 2006

· FDIS in January 2007

The new schedule is approved.
15. Resolutions of the meeting

15.1.1 The JVT nominates the following persons as editors for H.264 Annex G | 14496-10:200x/AMD1: Julien Reichel, Heiko Schwarz, Gary Sullivan, Thomas Wiegand, Mathias Wien.

15.1.2 The JVT and changes the work plan for H.264 Annex G | 14496-10:200x/AMD1 as follows: ITU: AAP in January 2007 time frame; MPEG: PDAM – April 2006; FPDAM – July 2006; FDAM – January 2007.
15.1.3 The JVT has concluded that the creation of a new 4:4:4 profile of AVC having substantial improvement in compression efficiency for high-fidelity coding is feasible and may be justified. Further information is provided in document JVT-P204. This conclusion may call into question the appropriateness of the current AVC High 4:4:4 Profile specification. National bodies are requested to comment on the possibility of rectifying the situation by a corrigendum that would replace the current High 4:4:4 Profile according to the new design information, or by an amendment that would add one or more additional profiles. 
16. SW integration plan
Start: JSVM 2.1 software available (probably 05/08/05)
· [H. Schwarz] JVT-P059 Comparison of MCTF and closed-loop hierarch. B pics., non-normative

2 days 
· [J. Reichel] JVT-P028 CE01: Improved residual picture buffer management / JVT-P040 [M.-H. Lee] Progressive MCTF
· [J. Reichel] JVT-P080 Flag bit in SEI for adaptive GOP structure: Adopt as described in JVT-P114. 
3 days

· [X. Wang] JVT-P047 CE06: Proposed approach to CE06 / JVT-P052 CE06: Simplified update step operation for MCTF: Adopt unified solution (JVT-P052 and JVT-P047) as described in JVT-P052r1.

· [Y. Bao] JVT-P089 CE03: Report on symbol pred. of resid. pred. flag: Adopt, by adding a context model that is conditioned on the CBP value of the base layer.
5 days

· [M. H. Lee] JVT-P037 CE01: Reduced Memory MCTF: clipping of the reference signal prior to update to be represented by 8 bits per sample.
2 days

· [S. Sun] JVT-P013r1 CE02Pt2: Deblocking filter for I_BL Spatial SVC
· [S. Sun] JVT-P012 CE10Pt1: Direct interpolation for upsampling: Adopt an additional option into software as at this meeting. Verify performance related to activities of resampling AHG. 

5 days

· [D. H. Yoon] JVT-P078 Clarification of intra_base_flag: In single-loop decoding, when Intra_BL prediction is not possible, the flag that indicates the use of Intra_BL prediction should not be present. 

· [D. H. Yoon] JVT-P079 Key picture indication in AVC compatible base layer

2 days

JSVM software used for proposals on coding efficiency and error resilience using common conditions

· [J. Ridge] JVT-P056-L Variable length codes for SVC: CAVLC for base layer. Implementation of existing tools. Adopt into JSVM software, New tools for scalable coding. 

· FMO addition

· [S. Kervadec] JVT-P031 (M12306) Syntax for FGS pass fractioning / JVT-P100 High-level syntax for SVC : Adopt as described in JVT-P112, Introduction of FGS fragment NAL units. Adopt. , Decision: keep switchable version of NALU ext header with different meaning of P and Q. Removal of "dead substream" SEI message.
· [Y.-K. Wang] JVT-P061 Signaling of scalab. info. / JVT-P042 CE08: Spatial scalability of multiple ROIs. Adopt as described in JVT-P113. 
· [Y.-K. Wang] JVT-P062 Indication of non-required pics.: Adopt adjusted SEI message as decribed in JVT-P062r1. 

· [J. Boyce] JVT-P064 Weighted prediction for SVC / JVT-P076 Multi-layer weighted prediction:  2 parts: a) Weighted prediction for the base layer. Adopt into JSVM software, b) New tools for scalable coding. Adopt.

· [J. Boyce] JVT-P065 Weighted prediction for SVC MCTF update step: Do not apply the weights for the update step. Adopted.
Parallel track

· [E. Francois] JVT-P019 CE10: Unified motion upsampling in extended spat scal

First provided as a separate tool [05/08/05], and integrated at end of SW integration

· [N. Cammas] JVT-P029 (M12304) CE05: CE report on quality layers: Non-normative part adopted. 
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