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2 Introduction

When a FGS layer is truncated, the ordering of data in the FGS layer influences the PSNR of the reconstructed sequence.  That is, if information that contributes significantly to the PSNR is retained in the truncated bit stream, a performance gain will be observed when compared to the case that the same information was discarded.  This CE does not consider encoding/decoding of FGS information itself; simply the ordering of encoded information within the bit stream.

Contribution JVT-O055 introduced the concept of reordering spatial blocks for the purpose of improving coding efficiency in the event a FGS layer is truncated.  Additional information clarifying the gains achieved from block reordering was requested, along with an extension of the implementation to consider 8x8 blocks.  The purpose of this core experiment is to further evaluate contribution JVT-O055, and enhance where appropriate.

3 Summary of technique

A description of the block reordering technique may be found in JVT-O055.  A summary follows.

When FGS data is truncated, the decoder assumes the missing values to be zero.  Consequently, coding zero values into the bit stream contributes nothing to the reconstruction, and coefficients with the greatest probability of being zero should be deferred until the end of the slice.  Conversely, coefficients with the greatest probability of being non-zero should be coded first.

In cyclical block coding, unlike subband coding, the current scan position in a given coding pass will differ from one block to another.  Furthermore, a correlation was observed between scan position and the probability of the next coefficient being non-zero.  The function describing this correlation varies according to QP and sequence content.

The proposal of JVT-O055 exploits this correlation by grouping blocks according to their scan position (i.e. 16 groups for a 4x4 block) then coding the groups in decreasing order of the probability that the next coefficient is nonzero (nnz).  The nnz probability is on the previous FGS slice.

4 Description of HHI proposal

This proposal deals with some key aspect of fine grain SNR scalability (FGS) in the currently specified Joint Scalable Video Model (JSVM-2) [1]. The specific issue addressed in this proposal are related to the problem of ordering the transform coefficient data in FGS enhancement layers in a (nearly) R-D optimal way.

4.1 Embedded Quantization

H.264/MPEG-4 AVC uses so-called uniform-reconstruction quantizers (URQs) for the quantization of transform coefficients [2], where for a given step-size s the reconstruction value r(l) of a given level l is conceptually given by 
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with sgn( ) denoting the function that delivers the sign of an integer number, i.e., sgn(l) = –1 for l  < 0, sgn(l) = 1 for l > 0, and sgn(0) = 0.

Although any H.264/MPEG-4 AVC conforming encoder is free how to choose the transform coefficient levels, we restrict our analysis in the following to the case where the encoder generating the base layer does comply with the reference quantization method as specified in [3]. In particular, our analysis is based on the assumption that any level l(x) corresponding to a given transform coefficient value x of the base layer is generated by applying the following quantization rule to x
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where s denotes some given step-size and 
[image: image3.wmf][

]

5

.

0

,

0

Î

f

 denotes the combined dead-zone/rounding-offset parameter.
  The choice of f together with the URQ rule of (1) implies a dead-zone of size τ·s with τ = 2(1–f) and an offset δ·s = f·s between the inner threshold of the decision intervals given by (l(x)–f)·s and the reconstruction value r(l) for l = l(x) ≠ 0.

An embedded quantizer (EQ) is defined by a sequence of step-sizes {si | i ≥ 0} together with a sequence of dead-zone sizes {τi·si | i ≥ 0} such that 
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where {(mi ,ni) | i ≥ 1; mi ≥ 1; 0 ≤ ni < mi ·τi-1 / 2} denotes a corresponding sequence of integer pairs [4]. 

For the generation of an EQ in SVC, we are starting with a residual signal in the base layer being quantized according to (2) by using a step-size s0 and a dead-zone ratio of τ0 = 2(1–f0) with 0 ≤ f0 ≤ 0.5. The most common choice of parameters for an embedded quantizer is given by the pair (mi ,ni) = (2,1) which, according to (3) represents the case where each non-dead-zone decision interval is halved and the central dead-zone interval is divided into 3 parts with both outer decision intervals having the same size as the halved non-dead-zone intervals. Note that this embedded quantizer can also be efficiently realized by performing a bitplane-coding on the binary representation of the residual between the reconstructed base-layer and the original residual signal. However, as a shortcoming of the (2,1)-EQ, only the initial choice of a dead-zone ratio of τ0 = 2 leads to a stable dead-zone ratio τ1 = τ0, whereas other choices of initial dead-zone ratios τ0 with 1 < τ0 < 3/2 may lead to a dead-zone ratio τ1 < 1. To overcome this drawback, we also consider combinations of the (2,1)-EQ with the pure “refinement” EQ specified by the pair (2,0). Another useful choice to consider is the (4,2)-EQ leading to a stable dead-zone ratio for τ0 = 4/3 which is related to the important case of f0 = 1/3. For the time being, we restrict ourselves to EQs with mi = 2j,(j ≥ 0) and ni = 0 or ni = 2k, (k ≥ 0), because otherwise the specification of another set of matrices for norm adjustment in the scaling process would be necessary for the non-dyadic case.

4.2 Reconstruction Rules for Progressively Refined Transform Coefficients

As a generalization of the reconstruction formula (1), the reconstruction ri(l) of a given level l at the i-th stage of a (mi ,ni)-EQ with the corresponding step-size value si and dead-zone ratio τi iteratively derived according to (3) is given by
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where δi denotes the offset between the inner threshold of the decision interval and the reconstruction value ri(l). Note that with τ0 = 2(1–f) and s0 = s, equation (4) is equivalent to eq. (1).

In the following, we first derive a simplified version of the reconstruction formula (4) by using a relationship between the offset δ1 at the first stage i = 1 of an (2,1)-EQ and the given δ0 = f offset parameter at the base layer. By inserting the right hand equation of (3) for the EQ with (m1 ,n1) = (2,1) into (4), we obtain
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where the “second-order” offset parameter ω1 is given by
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ω1·s1 describes the difference between the offset 2·f·s1 induced by the base layer and the “true” offset δ1·s1 relative to the inner boundary of the decision intervals.

Estimation of the offset parameter may either be conducted at the encoder such that its choice is transmitted to the decoder, or it may be performed by using a simple statistical model in which case δ1 can also be estimated in a backward oriented manner without using side information. The latter case is briefly illustrated in the following.

Let 
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 denote the empirical probability of the refinement index at the first stage of an (2,1)-EQ having a value of zero and a value of one, respectively. Then, by assuming a uniform distribution for each half of the refinement interval and by further assuming a certain “scale invariance” of the probability density function p(ref) for the magnitude refinement process, we can compute the optimal reconstruction value r in the decision interval [a, a+s] by using the centroid condition 
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such that 
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Eqs. (7) and (8) have the quite intuitive intepretation that for a uniform distribution with 
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 the offset δ1·s1 = s1/2 is given by the midpoint of the corresponding decision intervals, whereas for 
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4.3 R-D Optimal Ordering for Progressive Refinement of Transform Coefficient Data

In the current JSVM, the ordering for progressive refinement of transform coefficient data in a FGS NAL unit is achieved by dividing the refinement information into disjoint sets with different priorities, where the formation and arrangement of the different sets into the FGS bitstream is carried out in a quite simple deterministic fashion. This strategy has shown to result in significant losses in rate-distortion (R-D) performance for truncated FGS bitstreams relative to the single-layer R-D performance [5].

On the other hand, it is well-known that the optimal FGS coding strategy in the R-D sense is to encode the transform coefficient refinement information with decreasing expected R-D slopes [6]. Calculation of the expected R-D slopes, however, involves some kind of probability modeling for the progressive refinement information. Conceptually, we separate the information generated by an (2,1)-EQ into the two categories of significance (sig) and refinement (ref) information – the same way it is already done in the current JSVM. According to that conception, a refinement bit identifies the refinement interval of a coefficient in a non-dead-zone interval of the previous FGS layer, while the significance information includes the significance bit signaling the location of the refinement coefficient relative to the decreased dead-zone together with the sign bit in case the coefficient has been found to be significant, i.e., non-zero valued.

Let 
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 denote the estimated probability of significance and refinement, respectively. Again, by assuming the probability distributions to be uniform within each decision interval, we may calculate the expected distortion decrease for both the refinement and significance event as follows:
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where ω denotes the “second-order” offset parameter as given by reconstruction formula (6) for the first stage of an (2,1)-EQ, and s = s0 denotes the step-size of the corresponding base layer.

The average coding rate of the refinement bit is given by
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and similarly, the average coding rate of the significance information can be calculated by
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where the first term on the right hand side of (12) includes the cost for the sign bit which is assumed to be uniformly distributed.

By combining eqs. (9) – (12), we can calculate the expected R-D slope λ(ref) and λ(sig) for refinement and significance event, respectively:


[image: image20.wmf])

1

(

log

1

log

4

1

]

[

]

[

)

ref

(

1

2

)

ref

(

1

)

ref

(

1

)

ref

(

1

2

2

)

ref

(

1

2

)

ref

(

)

ref

(

)

ref

(

p

p

p

p

s

p

R

E

D

E

-

-

-

-

×

÷

÷

ø

ö

ç

ç

è

æ

+

-

=

D

D

=

w

w

l

,


(13)


[image: image21.wmf])

1

(

log

1

log

1

4

)

1

(

]

[

]

[

)

sig

(

1

2

)

sig

(

1

)

sig

(

1

)

sig

(

1

2

2

2

)

sig

(

)

sig

(

)

sig

(

p

p

p

p

s

R

E

D

E

-

-

-

-

×

-

=

D

D

=

w

l

.

(14)

The applicability of the concept of ordering the FGS information along the expected R-D slopes as given by (13) and (14) involves two essential problems to be solved: 

1) estimation of 
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2) sorting the information along decreasing R-D slopes

A partial solution of Problem 1) is emerging as follows. For the estimation of 
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, the actual coded refinement bits of a whole slice may be used to compute a representing probability state which is then transmitted to the decoder and further used both in the encoder and decoder in order to calculate a global R-D slope λ(ref) (according to (13)) as well as the offset parameters δ and ω according to (6) and (8).

Estimation of 
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 should be performed along a fixed frequency component and by introducing some reference of locality, e.g., by adapting the estimation process on an MB level. One possibility to be studied is to perform the estimation by using the corresponding base layer information. Another option is a backward-driven estimation of 
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 on the basis of MB-related blocks with the same frequency index in a similar way as it is done in the CABAC coding process on a per symbol basis.

The problem of sorting can be solved by grouping the different R-D slope values into a few disjoint buckets such that an on-line sorting process can be easily achieved.

5 Experimental test conditions

This CE is designed to test SNR (and not spatial or temporal) scalability.  Consequently, separate encoded sequences are to be produced for each spatio-temporal resolution.  The base layer bit-rates are provided in the below table.
Table 1. Test Sets
	Sequence
	Format
	Base bit rate (kbits/s)

	Crew, Harbour, Soccer
	CIF 30Hz
	Base 256 kbps

	
	4CIF 30Hz
	Base 1024 kbps 

	

	City
	CIF 30Hz
	Base 256 kbps

	
	4CIF 30Hz
	Base 768 kbps 

	

	Football
	QCIF 15Hz
	Base 192 kbps

	
	CIF 30Hz
	Base 512 kbps

	

	Mobile, Bus, Foreman
	QCIF 15Hz
	Base 64 kbps

	
	CIF 30Hz
	Base 256 kbps

	


In addition, the proposed algorithm(s) should be tested using the common conditions that will be developed and made available following the Busan meeting.

Results for two FGS layers should be generated using the JSVM 2.0 software.  PSNR plots of both luma and chroma components should be provided.  Software source code should be submitted, and bit streams either uploaded or made available upon request.

6 Schedule

A common set of configuration files will be made available by Nokia one week following release of the JSVM 2.0 software.

The core experiment document will be finalized by 2005-05-20 and uploaded to the JVT FTP site (ftp3.itu.int).  A description of all algorithms to be tested must be provided to the co-ordinator by this date.  Participants will not be added after this date.

A description of the technique, accompanied by software, should be provided by the Poznan meeting deadline.

� Note that for the time being, we are ignoring the fact that the reference encoder may eliminate single transform coefficients with levels |l| = 1 � REF _Ref107648035 \r \h ��[3]�.
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