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Functionality addressed

Coding efficiency

Description of tools

Details are provided in JVT-O010, JVT-O053 and JVT-O065.

The I_BL mode in the JSVM encodes the intra enhancement layer residual directly, similar to inter-coding.  Intra coding efficiency of the enhancement layer can be improved by better prediction of the enhancement layer residual.  Prediction methods include the upsampling operation as well as applying intra-coding techniques of AVC to the enhancement layer residual.  JVT-O010 describes the use of adaptive upsampling for coding the enhancement layer residual.  JVT-O053 describes the use of spatial intra prediction for coding the enhancement layer residual.  JVT-O065 describes the use of a Hadamard transform for the residues of I_BL mode macroblock .
In this core experiment, the proposals in JVT-O010, JVT-O053 and JVT-O065 will be tested separately and combined.  JVT-O010 will also be extended to address the differences between chroma and luma as well as the 4x4 and 8x8 transform.  JVT-O053 will also be extended to support macroblock-adaptive selection of the spatial intra prediction of the residual. In addition, two symbol reduction techniques for directional intra-prediction mode in the enhancement layer will be added. Since JVT-O053 also uses the directional intra-prediction concept, symbol reduction techniques can be merged into JVT-O053 for further improvements.
Adaptive Upsampling (JVT-O010) : Syntax and semantics modifications and JSVM
Our proposal is to modify the upsampling operator utilized to predict an IntraBL block from the spatially lower-resolution base layer.  This is accomplished in the current JSVM with a six-tap filter.  However, we propose to modify the upsampling operation to incorporate a fixed filter bank into the decoding process and signal a horizontal and vertical filter ID within the macroblock prediction in scalable extension.  This allows the upsampling process to adapt on a 4x4 block granularity at the enhancement layer.  The approach is further described in JVT-O010. 
Four syntax elements are introduced into the macroblock prediction syntax in scalable extension:
upsample_filter_luma_horz[ ] is an array that contains the horizontal filter IDs for each luma block in the current macroblock.  When the macroblock is signaled with transform_size_8x8_flag==1, the array will contain filter IDs for the four (4) 8x8 blocks within the macroblock.  Otherwise, the array contains filter IDs for the sixteen (16) 4x4 blocks within the macroblock.

upsample_filter_luma_vert[ ] is an array that contains the vertical filter IDs for each luma block in the current macroblock.  When the macroblock is signaled with transform_size_8x8_flag==1, the array will contain filter IDs for the four (4) 8x8 blocks within the macroblock.  Otherwise, the array contains filter IDs for the sixteen (16) 4x4 blocks within the macroblock.

upsample_filter_chroma_horz[ ] is an array that contains the horizontal filter IDs  for each chroma block in the current macroblock.  The number of blocks varies relative to the color sampling density.  When the macroblock contains 4:2:0 color data, the array will contain filter IDs for the two (2) 8x8 blocks.

upsample_filter_chroma_vert[ ] is an array that contains the vertical filter IDs  for each chroma block in the current macroblock.  The number of blocks varies relative to the color sampling density.  When the macroblock contains 4:2:0 color data, the array will contain filter IDs for the two (2) 8x8 blocks.

Decoding Process

The decoder takes the syntax elements defined above as inputs.  It also takes the collocated block from the lower-resolution frame and a pre-defined FilterBank[] data structure as inputs.  It then produces the higher resolution block as output.  The higher resolution block is generated by interpolating the lower-resolution frames with the interpolation kernels InterpH and InterpV.  The interpolation kernels are defined for the luma blocks as follows:

InterpH[] = FilterBank[ transform_size_flag_8x8 ][ upsample_filter_luma_horz[i] ][]

InterpV[] = FilterBank[ transform_size_flag_8x8 ][ upsample_filter_luma_vert[i] ][],

where i is the block index within the current macroblock.  The interpolation kernels are defined for the chroma blocks in a similar manner:


InterpH[] = FilterBank[ isCb(i) + 2 ][ upsample_filter_chroma_horz[i] ][]


InterpV[] = FilterBank[ isCb(i) + 2 ][ upsample_filter_chroma_vert[i] ][],

where i is the block index within the chroma blocks of the current macroblock and isCb(i) returns one (1) if block i corresponds to the Cb component of the signal and zero (0) otherwise.


Spatial Intra Prediction (JVT-O053): Syntax and semantics modifications and JSVM modifications

A flag is added to the enhancement layer slice header to indicate that spatial intra prediction is performed on the residue.  The proposed feature in JVT-O053 is extended to add an additional macroblock prediction mode, so that both I_BL mode and the new residual spatial intra prediction mode (I_BLS) are supported in each slice.
intra_base_prediction_flag equal to 1 specifies that I_BLS mode is enabled in this slice.
I_BLS mode is only enabled if corresponding base layer mode is intra. The existed syntax in WD2 can be rephrased to signal macroblock adaptive selection of INTRA_BL mode and INTRA_BLS mode, seen as Table 1.

Table 1 Syntax to represent INTRA_BL mode and INTRA_BLS mode
	
	base_mode_flag
	intra_base_flag

	INTRA_BL
	1
	1 (inferred)

	INTRA_BLS
	0
	1


For I_BLS macroblocks, the current block and neighboring block residuals are adjusted by adding 128 and clipping to (0, 255), and then used for spatial intra prediction specified in subclause 8.3 of AVC.   A subtraction of 128 and clipping to (-256, 255) is then performed.  The inter-layer intra prediction is then added. 

Hadamard transform of I_BL residues (JVT-O065): Syntax and semantics modifications and JSVM modifications

Hadamard transform for I_BL residues

Our proposal is to change the quantization process of I_BL mode from one used in inter-modes to one used in Intra16x16 mode to utilize the Hadamard transform to reduce the similarities existing in each subblock. Let’s name the current quantization process for IntraBL mode in JSVM 1.0 as 4x4T_J and the modified quantization process for IntraBL mode as 16x16T_A. It should be noted that the 16x16T_A is very similar to the Intra16x16 quantization process except the prediction is generated from the base-layer, not the neighbouring pixels. Actually, we just replaces the 4x4 integer transform part by the Hadamard transform of 16 DC components followed by the 4x4 integer transform as Intra16x16 quantization process. As defined in H.264 standards, 4x4 Hadamard transform is used for Luma component, whereas 2x2 Hadamard transform is used for Chroma components.
Adaptive selection between Inter4x4 and Intra16x16 coding process
From our experimental results shown in JVT-O065, when the resolution is not changed between layers, 16x16T_A shows a better performance compared to the 4x4T_J, however, in the other case, 4x4T_J provides slightly better performance. Therefore, an adaptive approach can be taken. Our proposal covers both slice-header based adaptive selection between 16x16T_A and 4x4T_J, and macroblock-based adaptive selection. JVT-O065 will be extended to support macroblock-based adaptive selection.
Symbol reduction technique for directional intra-prediction modes: Syntax and semantics modifications and JSVM modifications

In current JSVM1, directional intra-prediction modes are rarely used in the enhancement layer mostly due to the heavy burden of the bit-rates of direction symbols. To reduce the bit overhead of the directional intra-prediction modes, we propose two techniques for this purpose.

Direction skipping
If the corresponding base-layer macroblock mode is a directional intra-mode, the direction of the current macroblock can be derived from that of the base-layer and not coded. It is signaled to setting BLDirSkip flag to one for each macroblock. Thus one new symbol should be added.
Rotational direction refinement

In many cases, the base-layer direction provides a reasonable direction, however, it may not be optimal case. In the direction refinement mode, the direction for the current macroblock is refined from the base-layer direction in a rotation manner. This case can be signaled by setting Qpel flag to one, which is already defined for the inter modes to refine the motion vectors. Thus no syntax change, but minor semantics changes are required.
The previous two techniques can be used to reduce the direction symbol overhead of JVT-O053, spatial intra-prediction technique.
Expected gains

An improvement in coding efficiency and subjective video quality for Intra-coded macroblocks.

Core experiments conditions

Coding conditions

Add the proposed features, adaptive upsampling, spatial intra prediction and Intra16x16 Hadamard, to the JSVM software.  Test with each feature enabled individually, and all features combined, and compare to the unmodified JSVM. After that, symbol reduction technique will be merged into the combined software and tested defined as Munich test condition.
Test set

For all cases:

CIF 15 fps: Bus, Foreman, Football, Mobile (from Palma CE1)

4CIF 30fps: City, Crew, Harbour, Soccer

I-pictures only at fixed QPs (8, 12, 16, 20, 24, 28, 32, 36) for the higher layer.
Four conditions for spatial and quality layers are defined:

(A) one spatial layer, two quality layers (QPbase = QP + 6)

(B) two spatial layers (same QP both spatial layers), one quality layer 

(C) two spatial layers (same QP both spatial layers), two quality layers (QPbase = QP + 6)


Hadamard will be tested with (A) and (C).  Spatial intra prediction will be tested with (B) and (C).  Adaptive upsampling will be tested with (B) and (C).  
We will attempt to also present results for combinations of the tools using (C).
Evaluation criteria

Measure impact on bitrate/PSNR and subjective quality using provided bitrate/PSNR data and provided video.

Time lines

Busan + 4 weeks: Precise description of syntax and semantics
Poznan -1 week: Experimental results and cross-verification completed
Poznan: CE report and technical contributions
