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Functionality/Problem Addressed
This CE addresses both the coding efficiency and the complexity reduction for the JSVM within the context of the prediction and update-steps of MCTF process.

The current JSVM uses MCTF structure in the enhancement layers, which is composed of two separate processes, prediction and update steps. In the encoder-side, prediction step is firstly performed to exploit the temporal correlation between frames and the resultant high-pass frame is utilized to remove the motion-aligned high-pass signal of the corresponding reference frames. Prediction step is very similar to the conventional motion compensation process, except it uses the original image as the reference frame, whereas update-step is a new feature to compensate the drift due to open-loop structure as well as improve the coding efficiency. Although the current implementation of prediction and update steps in JSVM1 shows a promising result thanks to the adaptive scheme, there is a consensus that further improvements can be achieved by many proponents.

Four new technical contributions were proposed to improve the prediction and update steps in JSVM1 summarized as:

· JVT-O015, [X. Wang, Nokia] Simplified update step operation for MCTF.
· JVT-O030, [Y. Chen, MSRA] Improvement of the update step in JSVM.
· JVT-O062, [W. J. Han, Samsung] Closed-loop update-step in MCTF for SVC.
In JVT-O015, authors try to reduce the complexity of the update-step process by utilizing energy-based update-block selection and simplified interpolation filter.

In JVT-O030, authors try to improve the coding efficiency by proposing more efficient form of update-step, called as energy distributed update scheme.

In JVT-O062, authors try to improve the coding efficiency by exploiting the closed-loop structure modified for MCTF framework including both prediction and update-steps.

It is clear that all proposals aim to different aspects of the MCTF process. From these observations, this CE includes the verification of five different tools:

· Tool 1: simplified update-step (Nokia)
· Tool 2: energy distributed update scheme (MSRA)
· Tool 3: closed-loop update step (Samsung Electronics)
· Tool 4: closed-loop prediction step (Samsung Electronics)
Tool 1: Simplified update-step (JVT-O015 – Nokia)
Description of tools
Purpose
Although the MCTF (i.e. motion compensated temporal filtering) technique is found to be useful in improving coding performance, complexity has always been a major concern in using it.  In a large part, the complexity is related to the update step. Reducing the update step complexity is very much desired and important. In this proposal, the interpolation process of update step is simplified with an adaptive but very simple filter. In this case, coding performance is virtually unchanged. Meanwhile, update motion vector derivation process can also be simplified by doing it on an 8x8 block basis instead of 4x4 block. The degradation of coding performance in this case is less than 1%. 

Energy Calculation
As explained above, a block energy estimation process is involved in the update step and the estimated block energy level is used to control update strength of the corresponding block. In the current SVC reference software, this energy estimation is based on interpolated pixels of the block. Due to the fact that there is a close correlation between the original integer pixel values and their neighboring interpolated sub-pixel values, it can be expected that the energy estimation result based on interpolated pixels should also be close to the result that is based on their neighboring integer pixels. Therefore, we propose doing the block energy estimation simply based on integer pixels.
With this approach, the complexity of calculations on energy estimation remains the same.  However, computation savings can be expected from the interpolation process. When the estimated energy level is high the block will be excluded from update process (i.e. a weight factor w2 = 0), hence interpolation for the current block can be omitted. This is not be possible if energy estimation is done based on interpolated pixels.
Adaptive Interpolation 
In the current SVC reference software, AVC 6 tap interpolation filter is used both during prediction and update steps. We propose to perform interpolation for an update step by switching between a 4-tap filter and bilinear filter depending on the weight factor of an updated block. We use the same 4-tap filter that has been used in a previously submitted JVT document [2]. The weight factor w can take values in the range [0, 1].  If w>0.5, the 4-tap filter is used in interpolation for the current block. Otherwise, bilinear filter is used. 

As explained above, a weight factor is used to control update strength. The weight factor is hence an indicator of how reliable the update motion vector is. When choosing an interpolation filter, we use a relatively long filter, e.g. the 4-tap filter, for interpolation of blocks with a larger weight factor because these blocks are more important in maintaining the coding performance. For blocks with a lower weight factor, bilinear filter is sufficient. In our simulations generally over 30% blocks were interpolated with bilinear method. However, we found almost no coding performance degradation. In addition, there were no obvious differences in terms of video subjective quality.
Proposed Syntax and Semantics
No syntax and semantics changes are required.

Expected gains
Reduced computational complexity with no significant performance degradation.

Tool 2: Energy distributed update-step (JVT-O030 – MSRA)
Description of tools
Purpose

This part of CE aims to investigate alterative update scheme to the scheme implemented in the current JSVM to improve the coding performance and to decease the complexity simultaneous. The base idea is to void motion inversion and make the update operator to match the prediction; thresholding is the other method to be investigated to avoid over-updating. By doing so, computations and memories used to inverse the motion field and energy calculation can be saved.
Description of Energy Distributed Update 
The motivation of Energy Distributed Update is introduced in [1]; here we only describe the corresponding algorithm implemented in JSVM 1.0. We denote the pixel value at position 
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where 
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 is the GOP size. Then the prediction step for Haar wavelet (unidirectional prediction) can be expressed as
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For 5/3 wavelet (bidirectional prediction), we have
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, respectively. As an extension of H.264, JSVM uses the same spatial interpolation filters. Therefore, the prediction step for Haar wavelet can be further expressed as
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while for 5/3 wavelet, we have
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 represents all the pixels at integer sampling positions in the 
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Using Energy Distributed Update, the update operator is formulated as follows,
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Here we use a simple example to shed light on the above equation. Assuming simple bilinear interpolation filter is used, according to Fig. 1, we have
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Then from the viewpoint of Energy Distributed Update, 
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Figure 1. An example of proposed update operator.
For the proposed update operator, the update component is
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In order to further reduce the complexity, simple filter e.g. bilinear filter will also be investigated in the update step.

In order to reduce potential visual artifacts and improve objective quality for low frame rate sub-sequences, a positive decomposition level adaptive threshold 
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 is applied on the update component. Therefore, the actual update component is
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and the low-pass frames are ultimately obtained by
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The above derivation of update component can be easily extended to the situation of multiple references.

Note that above scheme may need an extra frame buffer to aggregate the update signals before final update operator is applied. Methods to reduce such memory requirement, e.g., separate thresholding for forward prediction and backward prediction will also be investigated.

[1] Bo Feng, et al., “Energy distributed update step (EDU) in lifting based motion compensated video coding,” ICIP’04, Oct. 2004.
Proposed Syntax and Semantics
The above scheme may encode a threshold value as a sequence, picture or slice parameters.
Expected gains
PSNR improvements and reduced PSNR fluctuations.
Tool 3: Closed-loop update-step (JVT-O062 – Samsung)
Description of tools
The differences between SVC with MCTF and widely used single layer codec are the open-loop structure and update-step. Open-loop structure uses un-quantized reference frame for motion estimation. This open-loop structure is better than the closed-loop when the quality of reference frame in decoder side is poorer than that of encoder side. On the other hand the open-loop structure has error drift problem which comes from the mismatch of reference frames between encoder and decoder. Using the update-step can decrease the error drift amount, but the mismatch between encoder and decoder still exists. There are 2 kind of mismatch. First is the mismatch in prediction step, i.e. reference frames are not quantized in encoder side whereas reference frames are quantized and de-quantized version in the decoder side. The second mismatch lies in the update step. The high pass frame is not quantized to update the low pass frames, whereas the quantized high pass frame is used in the update-step in the decoder side.
We propose several new methods to reduce the mismatch through several new update-modes. The key idea of the proposal is the substitution of the unquantized high-pass frame which can not be obtained in decoder side with the ones from the base-layer, which is identically available both in the encoder and the decoder.

Mode 1: Skipping of the update-step of last L frame.
The update-step in high pass frame does not make mismatch through the closed-loop frame re-estimation method (Tool 4) because high pass frame is quantized after re-estimation. The mismatch still remains at low pass frame because the low pass frame is not re-estimated. To solve this problem, we skip the update-step for the low pass frame and apply the closed-loop frame re-estimation method.

Mode 2: Update-step with base-layer frame
If the quality of base layer is comparable to that of current layer, we can process the update-step with the quantized high pass frame of base layer instead of the un-quantized high pass frame of current layer. Figure 2 shows the process of mode 2. Let’s name the quantized high pass frame of base layer corresponding to the un-quantized high pass frame of current layer as H’. The base layer information what we can use are the O1 (base layer decoded frame), O2 (current layer original frame), P2 (current layer prediction) and P1 (base layer prediction).

· Method 0: H = O2-P2. O2 and P2 are not quantized frame. Equal to the original MCTF implementation in JSVM1.

· Method 1: H’ = O1-P1. There is no mismatch because O1 and P1 are already quantized. No additional computation or memory requirements for H’ because H’ is already prepared in base layer due to the inter-layer residual prediction.

· Method 2: H’ = O2-P1. O2 is un-quantized original fame and the prediction comes from base layer. Mismatch is weakened compared to the original MCTF process method 0. Coding efficiency is slightly degraded because of the usage of motion vector of base layer.

· Method 3: H’ = O1-P2. O1 is the decoded base layer frame and P2 is the prediction with the motion vector of current layer. Mismatch is weakened compared to the original MCTF process method 0 and additional computation is not so quite. In this case, we use base layer frame O1, so we can minimize the mismatch when the difference between base layer frame O1 and current layer frame O2 is small.

· More analysis

· The value which is used in decoder update-step

O2 - P2’ = O2 – P2 + (P2 – P2’)

· The value which is used in method 3

O1 – P2 = O2 – P2 + (O2 – O1)

The parenthesis parts of the above equations are the difference of original and quantized value, so there exists some correlation.
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Figure 2. Closed-loop update-step mode 2: update-step with the base layer H frame instead of the current layer H frame.
Proposed Syntax and Semantics
Syntax changes:

UpdateMode is added to the slice header, which means as follows:

Semantics changes:

UpdateMode 0: open-loop update-step as defined in JSVM1

UpdateMode 1: closed-loop update-step of mode 1 

UpdateMode 2: closed-loop update-step of mode 2

Expected gains
Coding efficiency improvements through reduced mismatch in the update-step. Furthermore, this method is compatible with other update-step improvements (e.g. adaptive update scheme and energy distributed update) since it only replaces the high-pass residuals.

Tool 4: Closed-loop prediction-step (JVT-O062 – Samsung)
Description of tools
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Figure 3 Frame re-estimation process for L and H frames after the original MCTF process

Figure 3 shows the frame re-estimation for the mismatch reduction in prediction-step. After the MCTF process we get one low pass frame and several high pass frames. And we can imitate the decoder process with reverse direction MCTF in encoder side. The frame re-estimation technique is for the re-estimation of the high pass frame in inverse MCTF process. The low pass frame of step 1 in Figure 3 can be quantized. At first, we get the low pass frame through quantization/de-quantization process. Let’s name this low pass frame as L’. Then we can estimate the prediction frame P’ corresponding to the high pass frame and the high pass frame H’ from the original frame O because all low pass frames for the prediction of high pass frame in lower temporal level are already quantized.. The estimated H’ comes from the same prediction frame in decoding process. If we can ignore the update-step effect, the mismatch between encoder and decoder is perfectly canceled. We can re-estimate all high pass frame, H, through  closed-loop frame re-estimation technique.
Proposed Syntax and Semantics
No syntax or semantics changes are required.

Expected gains
Coding efficiency improvements especially for fast-motion sequences, which cannot be handled well in the open-loop MCTF structure.

Core experiments conditions

Software

The updated JSVM2 software pre-released in CVS server at July 30th after this 72nd MPEG meeting will be used by all the participants to this CE. The software will be sent to the participants by the coordinator to synchronize the anchor software.
Coding Conditions

The configuration files for this CE will be the same one provided with JSVM1 software for the Munich test points and the new one optimized for JSVM1 provided by Aachen [JVT-O068] for the Palma test points. Additionally, single-layer scenario will be defined and tested for all tools except Tool 3 since Tool 3 uses the base-layer information. The single-layer scenario is defined as:

	QP values
	22, 28, 34, 40

	Sequences
	bus_cif_30, football_cif_30, foreman_cif_30, mobile_cif_30,

city_4cif_60, crew_4cif_60, harbour_4cif_60, soccer_4cif_60

	GOP size
	16 for cif 30 FPS sequences, 32 for 4cif 60 FPS sequences.


Since the current SVC standards require the base-layer compatability to H.264/AVC standards, the results of the single-layer scenario is only meaningful for comparing the performance between open-loop MCTF with update-step and closed-loop MCTF. Thus, the single-layer scenario is tested by using the slightly modified JSVM2 software only with the closed-loop prediction feature. These results will be provided by the coordinator and all other proponents do not need to perform any single-layer scenario.

Three different anchors are defined in this core experiments as follows:

· Anchor 1: JSVM2 software results with update-step

· Anchor 2: JSVM2 software results without update-step

· Anchor 3: JSVM2 software with closed-loop feature (provided by coordinator)

· Both motion estimation and MCTF without update-step are done by a closed-loop fashion.

All configuration files and the modified software with the closed-loop modifications to the JSVM2 will be provided by the coordinator with the anchor PSNR results according to the pre-defined time-line.
Test Set

The test set includes sequences as defined in Munich meeting.
Evaluation criteria

In this CE we are interested in evaluating the different tools within context of MCTF process in terms of coding efficiency and complexity reduction.
Original references

All the participants will use the same input references. The input references for each spatio-temporal layer, are generated from the highest spatio-temporal input video in Hannover ftp-site by using DownConvert.exe included in JSVM software package and frame skipping.
Objective test results

Since all tools aims to the different areas of the improvements, each tool is evaluated independently by comparing to the anchor PSNR curves. For the first tool, “simplified update-step,” additional complexity analysis should be included in their technical contribution by both proponents and verificators. Finally, all proponents should investigate the possibility of merging different proposals before the next meeting to check whether the performances of the final tool implementation can be additive or not. The coordinator will include the consensus about this topic in the CE report.

Subjective visual tests

Since the performance of the update-step cannot be measured only by the objective PSNR values due to the change of the original sequence in a temporal scalability scenario, formal subjective visual test for this CE will be performed. Anchor 1 and 3 will be included in the subjective visual test. The subjective visual test will be performed by choosing the test points randomly from both Palma and Munich test points for 2 anchors and 3 proposals. QCIF resolution may be excluded due to the overhead of MPEG test group and the update-step is not used in the most configuration files in QCIF resolution. The detail process and the exact test condition of the subjective visual test will be refined jointly by MPEG test group and the coordinator and announced via reflector.

Time lines

JSVM2+3W
: Submissions of configuration files, anchor softwares, and PSNR results.
JSVM2+4W
: Formal description of all proposals.
Poznan-2W
: Check possibility of merging different proposals.

Poznan-1W
: Submissions of results, verifications, and YUV files for visual test.

Poznan

: Report of the coordinator on the consistency of the submissions.
Poznan (Sat)
: Subjective visual tests
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