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Abstract

This contribution presents CABAC variants which could be introduced as options to
support error-resilient decoding of H.264/SVC video streams. It also presents a CABAC
decoding algorithm making efficient use of these options. The decoding approach is based
on a Maximum-A-Posteriori (MAP) estimation algorithm. The trade-off between compres-
sion efficiency is controlled in a straightforward manner with a single parameter. When this
parameter is set to zero, the performance is identical to the current CABAC implementation-
s. Similarly, the trade-off between error-resilience and complexity is controlled by another
parameter exploited by pruning techniques in the decoder. The performances of the de-
coding algorithm are assessed with different binarization codes against those obtained with
Exp-Golomb codes and with a transmission chain making use of an error-correcting code.

1 Introduction

In H.264/SVC the different syntax elements are encoded with the - so-called - CABAC (Context-
based binary arithmetic coder) algorithm. The CABAC is an adaptive finite precision binary
arithmetic coder composed of three basic blocks: binarization, context modeling and binary
arithmetic coding. Very good compression efficiency can be achieved via the use of contexts
capturing the statistical dependencies of the source. However the CABAC suffers from a very
high sensitivity to noise: a single bit error may cause the internal decoder state to be in error,
with, in turn, a catastrophic effect on the reconstructed signal. The sensitivity to bit errors, and
in particular the error propagation, results from several factors: the arithmetic coder memory,
the context dependencies, as well as the on-line estimation of the source statistics made by the
decoder from the received noisy bitstream.

!This work has been realized within IST European co-funded project DANAE [1] under contract IST-1-507113.





This problem has not really been addressed so far, assuming that error correction and/or
detection will be handled in the lower layers of the communication protocol stack. E.g., it is
assumed that the communication will make use of UDP which will discard all packets with
a corrupted payload. The fact that, for some applications, erroneous packet payloads can be
valuable and better to cope with than the lost ones, saving this way transmission bandwidth,
has inspired the introduction of the UDP-lite transport protocol [5]. Note that, for applications
with low-power mobile devices, the H.264 standard however recommends to use zero-order Exp-
Golomb codes for all syntax elements except for transformed coefficients which are coded with
Context Adaptive Variable Length Codes (CAVLC). However, the loss in compression efficiency
of Exp-Golomb/CAVLC methods with respect to the CABAC is in the order of 10% to 15%
when coding TV signals at the same quality [9]. In addition, those codes remain sensitive to
transmission errors which are likely to be present in emerging transmission chains using UDP-lite
instead of UDP.

The rationale behind the approach here is to consider the CABAC algorithm as a viable
solution in erroneous environments. Thus, aiming at the best trade-off between compression
efficiency and resilience to bit errors, an approach to improve the error resilience of the CABAC
algorithm is being investigated. A variant of the CABAC allowing to trade compression efficiency
against error-resilience is described. It incorporates an error detection and re-synchronization
mechanism based on a forbidden interval [2, 6]. A CABAC decoding algorithm based on sequen-
tial decoding principles with a Maximum A Posteriori (MAP) probability metrics and making
use of this CABAC variant is presented. The decoding algorithm accounts for the different de-
pendencies present in the coding chain, as well as for the channel model along the principles
described in [3]. The sequential decoding technique also accounts for the contextual modeling
and the adaptive learning of the source statistics inherent to the CABAC algorithm. Pruning
techniques to control the trade-off between complexity and estimation reliability are described.
The performance of the decoder and of the CABAC algorithm augmented with the forbidden in-
terval is assessed against the performance obtained with classical decoding of Exp-Golomb codes
and of a transmission using a convolutional code to protect the source bitstream.

2 CABAC variant

To improve the resynchronization properties of the CABAC decoder, an error detection method
can be implemented, it is based on the forbidden interval [2, 6]. The introduction of the forbidden
interval leads to a variant of the CABAC algorithm that allows to flexibly - and in an adaptive
manner - trade compression versus resilience. The error detection method consists in adding a
forbidden symbol that is never transmitted in the source alphabet. When the decoder falls in the
forbidden interval, an error has occurred. It hence allows to detect channel error. This method
amounts to reserve an interval of probability leading to some redundancy (or compression sub-
optimality). This amount of redundancy can be expressed in terms of the width of the probability
sub-interval. If ppy is the forbidden symbol (interval) probability, the amount of redundancy is
given by —loga(1 — ppr) bits/symbol.

In the initial CABAC algorithm, the probability interval (i.e., the range R) is divided into
two segments: one for the MPS, rj/pg, and one for the LPS, rppg. In order to take into account
the forbidden symbol, the range R must be divided into three segments, as illustrated in Fig. 1
with rp; denoting the range of the forbidden interval. The 2D table which stores the values of
the range rppg of the LPS must be modified to account for the forbidden symbol probability pr;.





The values of the range for the LPS are now given by r}%s = |ps X Q(R) X (1 —prr) +0.5]. The
LPS probability space (64 states) remains unchanged. The four steps of the encoding process
become:

e The range r;pg of the LPS is derived from the quantized value of R, the LPS probability
state and the new 2D table. Then, the range value for the MPS ry/ps is computed as
rvps = R—rpps — R X prr.

e If the encoding symbol is the LPS, R = r1pg, otherwise R = rj/pg.

e The lower bound of the probability interval L is updated as L = L 4+ Ryspg if a LPS is
encoded, otherwise, L remains unchanged.

e Renormalization and production of coded bits take place under the same conditions as the
initial CABAC algorithm.

An error is detected when the lower bound L of the probability interval falls in the forbidden
segment of the range.

L /] NN

rMPS

rLPS —
rFl

Figure 1: Range division in the CABAC algorithm with forbidden interval.

3 Impact on coder/decoder and syntax

The use of the detection method based on the forbidden interval requires the following additional
options at the encoder and at the decoder.

e Coder and decoder should allow for the use of a 2D table that stores the LPS ranges among
a set of finite set of 2D tables pre-defined and stored. The LPS ranges stored in the different
2D tables will take into account different width of the forbidden interval. If we allow to
change dynamically the 2D table, the syntax should incorporate a field (e.g. per NAL unit,
per image, ) signaling the 2D table being used.

e The knowledge of the number of symbols that correspond to a given number of bits, that is
the number of symbols corresponding to the number of bits in a NAL unit, allows to make
use of a termination constraint in the decoding algorithm (presented below) that favors the
re-synchronization of the decoder.

e An optional decoding mode making use of the MAP sequential decoding technique can be
incorporated in the decoder if the error resilient feature is desired for a given implementa-
tion.





4 Optional CABAC decoding algorithm

We describe here a MAP estimation algorithm that allows to increase significantly the perfor-
mance of the CABAC decoder in presence of bit errors. It follows the same principles as the
MAP sequential decoding technique developed and experimented for the EBCOT algorithm in
[3]. The algorithm [3] needs however to be adapted in order to account for the contextual de-
pendencies and the update of the probability laws. The MAP CABAC decoder described here
is based on a sequential soft decoding, incorporating pruning techniques in order to keep the
complexity tractable, and terminaison constraints to improve the decoder.

Let S = S1...SK be a sequence of binary symbols converted into a sequence of bits U =
U; ...Up, by the arithmetic coder. The length IV of the resulting bitstream is a random variable,
function of S. The bitstream U is transmitted over a memoryless channel and received as a
sequence of measurements Y with a particular realization y. The problem is thus to estimate
S, given the observations y. Upper case letters are reserved to denote random variables and
lower case letters represent the realizations of these random variables. A sequence of successive
variables will be denoted X, = {X,, Xy41,..., Xy}

The decoding process can be represented as a binary tree in which the nodes correspond
to the possible states of the decoder. Transitions on this tree are triggered by the reception
of a bit. Let X,, denote the state of the decoder at the bit instant n. The probability laws
used at each instant n and to be updated during coding/decoding depend on a set of contexts
denoted C = {C;},i = 1...N¢, with C; = (0;,val MPS;). Let SIK” denote the sequence of
decoded symbols corresponding to the state X,,, where K, is a random variable denoting the
total number of symbols decoded upon the reception of the n'* bit. For each bit received, a
variable number of symbols can be decoded. The state X,, of the decoder can thus be defined
as X, = (Rp, C’Kn,SlK”), where R, and Ck, respectively denote the range of the probability
interval, and the context taking its valued in the set C defined above, at a given time instant n
upon the reception of the n** bit. The context is indeed dependent on the decoded sequence of
symbols, hence the subscript K.

The decoding algorithm thus consists in estimating the sequence Sf = S; ... Sy ... Sk, know-
ing the observations YIN at the channel output. At each bit instant n, the decoding algorithm
computes in a recursive manner the probability P(S1"|Y}") as

P(S{[Y]") oc B(S{™) - PYP|UT). (1)

where o« denotes an obvious renormalization factor. The probability IP’(SIK") is computed recur-
sively as

Ko . K
P(Sfm) =P(S; ") - PSR 1817, (2)
where X .
P(Sg_ 4l =
Ky
I PSklCi) if Kn > Ky (3)
k:Kn—1+1

1 otherwise.

where C)_; denotes the context determined by the realization of the sequence of symbols S’ffl.
The term P(Y{"|U7") depends on the channel model considered. For a memoryless channel, Eqn. 1





can be re-written as

P(SI YR o P(S ) B OPTY):
Ky
P(YolUn) - JI  P(SklCi)
k=Kp_1+1 (4)
o P(S; YY) - P(Y,|U)-
Ky,
I  BCSklCiv).

k=Kp_1+1

The decoder proceeds as follows. Let X, be a state of the decoder and k being a counter of the
number of symbols decoded upon reception of a bit at a given instant.

1. Upon reception of the n'* bit, internal variables R is set to R, and k is set to zero.

2. If R < 2'=2 (for a given b-bit implementation) a re-normalization is carry out, no symbol
is decoded, go to 7. If R > 2°=2, a symbol can be decoded, go to 3.

3. k =k + 1. Decode the symbol Sk, with the context Cx yr_1.

4. Update the values of R.

5. Update the context C'x, 1k according to Sk, + and Ck,, +r—1.

6. Go to 2.

7. End. The new state is (X,,11, K11 = K, + k). k symbols have been decoded.

At the end, IF’(SIK VYY) is known for each possible sequence s{(N .

Pruning technique The number of possible sequences grows exponentially with the number
of transmitted symbols. Therefore, in order to reduce the complexity, only the W paths with
maximum probabilities are stored every 8 instants of the bit clock. The parameter W enables
us to choose the tradeoff between performance and complexity.

Termination constraint: At the end of the decoding process, the estimated sequence is
the best path that has the right number of transmitted bits and symbols. If none follows these
terminating constraints, we choose the best path that has either the right number of transmitted
bits or the right number of transmitted symbols.

5 Some Results

Two entropy codes are proposed in the H.264 standard to code motion vectors [8]: zero-order
Exp-Golomb codes and the CABAC algorithm. The standard specifies that Exp-Golomb codes
should be used for low complexity implementations, for example for mobile devices. However,
these codes are sub-optimal in compression and at the same time not efficient in terms of error
resilience. In the following, we will show that in a noisy environment, the CABAC algorithm
is a viable alternative for best trading compression efficiency against resilience. There is an
extra complexity that can be controlled via the pruning parameter W mentioned above. The





CABAC MAP sequential decoding algorithm described above, coupled with the error detection
method can provide much better results than the Exp-Golomb codes, in terms of symbol error
rate (SER).

Error detection requires the introduction of some redundancy. In order to have fair compar-
isons, the amount of redundancy added is tuned in order to have the same overall rate than with
the Exp-Golomb code. The approach is also compared against a transmission chain using Rate-
Compatible Punctured Convolutional Codes [4] and a classical hard decision CABAC decoder.
Again, the rate of the channel code is chosen in order to achieve the same overall rate.

The simulations reported here have been realized with two memoryless sources: a Gaussian
and a Laplacian source. Both sources have zero mean and unit variance and are uniformly
quantized on eight levels. In order to limit the error propagation, the data is packetized in
blocks of 1000 symbols. Symbols are transmitted over a binary symmetric channel (BSC). The
sequence lengths considered are 10% symbols for SER > 1072, and 107 symbols in the other
cases. The parameter W has been fixed to 32.

5.1 Results with Exp-Golomb Codes

This family of codes is detailed in [7]. The compression rate is 3.05 bits/symbol for the Gaussian
source and 2.81 bits/symbol for the Laplacian source. To decode this variable length code, the
algorithm defined in the H.264 standard is used. If, because of channel errors, an invalid symbol
is found, a symbol error is added and the decoder continues to decode the bitstream until it
reaches either the right number of transmitted symbol or the right number of transmitted bits.

5.2 Results with the hard-decision and MAP sequential CABAC decoder

Binarization: A binarization is realized before encoding, which converts symbols into bins.
Two binarization codes are considered: a unary and a fixed length code. The CABAC does not
know the a priori bin statistics, rather it estimates them adaptatively with the help of contexts.
The contexts depend on the binarization codes considered as follows.

e Unary binarization (UB): If s is the symbol to be encoded, the unary code is composed of
|s| bins ‘1’ followed by a bin ‘0’ and a sign bin that is '0” if s > 0 and ‘1’ if s < 0. Note
that the symbol zero is coded with one bin ‘1’. In contrast with H.264, here, the symbols
are assumed to be statistically independent for sake of simplicity. Then, for the 8 source
symbols, 5 contexts are defined, one for each bin of the unary representation. The sign is
always coded with a 1/2 probability and therefore, does not need a context.

e Fixed binarization (FB): Each symbol is encoded using the same number of bins, here 3.
Again the symbols are assumed to be independent. So one context is needed for the first
bin, two contexts are defined for the second bin depending on whether the previous bin
was ‘0’ or ‘1’, and four contexts are used for the third bin.

The compression rate obtained for the Gaussian source with an unary and fixed length bi-
narization are 2.63 bits/symbol and 2.56 bits/symbol respectively. For the Laplacian source,
the rate is 2.51 bits/symbol and 2.40 bits/symbol, for the unary and fixed length binarization
respectively. As expected, the compression factor is better with the arithmetic coder than with
the zero-order Exp-Golomb code.





CABAC plus forbidden interval: The width of the forbidden interval (FI) is chosen in
order to have the same overall rate as the Exp-Golomb code. The forbidden symbol probabilities
are set to 0.13 and 0.11, respectively for the unary and the fixed length binarization for the
Gaussian source, and to 0.10 and 0.09 for the Laplacian source. The corresponding rates are
3.06 bits/symbol, 3.07 bits/symbol, 2.82 bits/symbol and 2.82 bits/symbol.

CABAC plus convolutional codes: A transmission chain making use of a convolutional
code (CC) and a classical hard-decision CABAC decoder is also considered. To obtain the
same compression rate as the Exp Golomb code, the convolutional codes of rates 2.63/3.05 and
2.56/3.05 must be used for the Gaussian source with, respectively the unary and fixed length
binarization. For the Laplacian source, the rates of the CC have to be set to 2.51/2.81 and
2.40/2.81 for the two binarizations. Channel codes with such rates are hard to find. So, we have
decided to approach these rates by using two RCPC [4]. Both channel codes have G| = 1+ D+ D*
and G = 14+D?+ D3+ D* as generator polynomials and their outputs are punctured to obtained
rates of 4/5 and 8/9.

5.3 Simulation results

Fig. 2 and Fig. 3 compare the SER of the different approaches for different channel BER. Fig. 2
presents the results for the 8 symbols Gaussian source with a unary binarization (UB) and a
fixed length binarization (FB) respectively on the left and on the right. Fig. 3 shows the same
comparisons with the 8 symbols Laplacian source. The curves named HD are obtained with a
classical hard-decision CABAC decoder.

8 symbols Gaussian source 8 symbols Gaussian source
T

10 T

A ’ o 2 ; /
W 1 ) u 10
I
10° / 10°F
S/ —— CABAC, UB, HD, 2.63 bps —+— CABAC, FB, HD, 2.56 bps
7 —e— Exp-Golomb code, 3.05 bps —o— Exp-Golomb code, 3.05 bps

, / CABAC, UB, SD, FI, 3.06 bps CABAC, FB, SD, FI, 3.07 bps
, -+ - CABAC, UB, CC 4/5, 3.29 bps + - CABAC, FB, CC 4/5, 3.20 bps
¥ - - CABAC, UB, CC 8/9, 2.96 bps . © - CABAC, FB, CC 8/9, 2.88 bps

10" 10° 107

Channel BER

10°

1

10°

Channel BER

10"

Figure 2: SER as a function of the channel BER for the different methods and for the Gaussian
source.

One can observe that for both sources, the hard Exp-Golomb decoder is more robust to
channel errors than the hard CABAC decoder, and this whatever the binarization being used.
This results from the fact that the Exp-Golomb code has a better resychronization capability
than the arithmetic decoder. However, the overall rate is much higher than the one obtained
with the CABAC.





8 symbols Laplacian source
T

8 symbols Laplacian source
10 T 10 T T

10°F / 1 10°F
,

i * i X
D) D) ,
10° ,/ 107 /!
0 / —+— CABAC, UB, HD, 251 bps || Wil ! —— CABAC, FB, HD, 240 bps ||
—6— Exp-Golomb code, 2.81 bps 4 —o— Exp-Golomb code, 2.81 bps
CABAC, UB, SD, FI, 2.82 bps CABAC, FB, SD, FI, 2.82 bps
- - CABAC, UB, CC 4/5, 3.14 bps ~+- CABAC, FB, CC 4/5, 3 bps
- CABAC, UB, CC 8/9, 2.83 bps © - CABAC, FB, CC 8/9, 2.71 bps

10" 10° 107 10" 10" 10° 107 10"

Channel BER Channel BER

Figure 3: SER as a function of the channel BER for the different methods and for the Laplacian
source.

For the same rate, one can notice that the MAP sequential CABAC decoder associated with
a forbidden interval (FI) gives better performances than the Exp-Golomb coder/decoder. Hence,
this method can be good alternatives to the zero-order Exp-Golomb codes in a noisy environment.

Fig. 2 shows that, for the Gaussian source, the performances of the MAP sequential CABAC
decoder with the FI are very close to the ones obtained with a 4/5 convolutional code even if
the channel code brings more redundancy in the bitstream.

Finally, note that the performances obtained are better with a fixed length binarization than
with a unary binarization. This results from the fact that the rate is smaller with a FB than
with a UB. Therefore, a higher amount of redundancy can be added with the FB, resulting in
better error detection and re-synchronization properties.

6 Conclusion

The goal of this contribution is to show that the CABAC can be a viable solution in a context
of erroneous transmission, provided one incorporates in the coding/decoding process some error-
detection mechanisms leading to an optional variant of the CABAC, to be used possibly in some
profiles targeting mobile and/or wireless transmission. A MAP sequential decoding algorithm
making efficient use of this variant is presented. Pruning techniques are also introduced in the
decoder in order to maintain the complexity within a tractable range. The pruning takes also
advantage of the error detection mechanism. Note that the decoding algorithm, in itself, does
not require a modification of the H.264 syntax. However, its performance in terms of SNR. in
presence of errors improves significantly if

e the decoder knows the number of symbols per packet of bits being decoded (this requires
to signal this number of symbols in the syntax, e.g. per NAL unit, per image, ). Note that
this information can be also used for error detection with a classical CABAC decoder and
thus augments its performances in presence of bit errors.





e the error detection method (requiring the use of different 2D LPS range tables) is used.

Results show that the decoding and error detection solutions lead to a significant improvement
compared to classical CABAC decoding in presence of errors. The fine tuning of the redundancy
represents an advantage compared to the use of channel codes. One cannot indeed find efficient
channel codes for all desirable code rates. The solution outperforms the decoding of Exp-Golomb
codes both in terms of compression efficiency and error resilience. The added complexity can
also be flexibly traded against the estimation accuracy, hence the decoding performance.

Note finally that the incorporation of the decoding algorithm in the H.264/SVC coder/decoder
can also benefit strongly from the ”data partitioning” mode present in the H.24 standard, but
so far missing in the current JSVM implementation, including in the H.264-based base layer.
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