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1 Introduction
This document proposes to introduce an adaptive quantization offset in scalable video coding (SVC), which is dependent on the quantization step size and on the coefficient value. By defining different classes for the coefficients, the specific characteristics of these different coefficient classes are exploited.
2 Quantization in JSVM 1.0

In JSVM 1.0 [1,2] the quantization of the magnitude of a transform coefficient 
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, where
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is the unquantized coefficient,
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is the level representing the quantized value,
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is the step size of the quantizer,
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 is the index des unquantized/quantized coefficient and
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 is the quantization offset

The current JSVM (version 1.0) uses the quantization offsets
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Inverse quantization (‘dequantization’) is done by
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, where
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 is the reconstructed coefficient.
3 Proposal for Adaptive Quantization Offset

The proposal consist of

· the definition of coefficient classes,
· the adaptivity for the quantization step size and 

· the additional adaptivity for the coefficient value.

3.1 Context Adaptive Context (Coefficient Classes)
The following 14 classes were used for the adaptive quantization as defined in the subsequent sections.
- INTRA DC 4x4,

- INTRA AC 4x4,

- INTRA DC 8x8,

- INTRA AC 8x8,

- INTRA AC 16x16,

- INTER DC 4x4,

- INTER AC 4x4,

- INTER DC 8x8,

- INTER AC 8x8,

- INTER AC 16x16,

- RESIDUAL DC 4x4,

- RESIDUAL AC 4x4.

- RESIDUAL DC 8x8,

- RESIDUAL AC 8x8.

For other combinations, the quantization was not modified.

3.2 Dependency on Quantization Step Size

At encoder and decoder side, a standard distribution is assumed (Laplacian distribution). The encoder then measures the real distribution for a specific amount of coefficients (e.g. for a group of pictures (GOP)). (In low delay mode, the adaptation of the quantization is done e.g. for the coefficients of one frame.) The difference between assumed and measured distribution is transmitted in terms of additional quantization offset. This quantization offset is then dependent on the step size 
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 and therefore also on the decoded bit-rate.
The assumed Laplacian distribution is given by its probability density function
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Figure 1 shows a Laplacian distribution as it can be regarded as an approximation for the distribution for DCT coefficients, especially AC coefficients [3]. This figure shows that the probability for smaller coefficients is higher.
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Figure 1: Laplacian distribution
The discrete version of the Laplacian distribution is the geometric distribution given by the probability distribution
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In the algorithm we use the one-sided version for the magnitude of the coefficients:
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From this distribution, an optimal quantization offset independent on the value being dequantized can be analytically derived depending on the quantization step size, see Figure 2. This figure also shows the optimal offset measured for a real sequence, revealing a systematic gap between the two curves.

[image: image17.wmf]
Figure 2: Optimal offset for Laplacian distribution and a real sequence
Figure 3 shows a characteristic function for the normalized difference between optimal offset of Laplacian distribution and real distribution depending on the quantization step size. This characteristic gap is transmitted to the encoder.
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Figure 3: Normalized difference between optimal offset of Laplacian distribution and real distribution; linear interpolation
Figure 3 also shows a linear approximation of this systematic difference for the quantization offset. By transmitting the parameters for this characteristic curve, a improvement for the coding efficiency can be achieved. The parameters can be abbreviated by
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This estimation is done for the 14 classes of coefficients described above.

The algorithm is described in more detail in the annex.
3.3 Additional Dependency on Quantized Value

It has been noted above that the experimental distribution cannot be perfectly approximated by the geometric distribution. The optimal shift parameter is in fact dependent on the value being dequantized. Thus, the above approach cannot capture the optimal value-dependent dequantization offset fully. Figure 4 shows the dependency of the optimized quantization offset on the coefficient value
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respectively) for four different quantization step sizes 
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Figure 4: Dependency of optimized quantization offset on coefficient value and quantization step size
To compensate for this, the dependency of the coefficient value is explicitly respected. This can be done by modeling the measurements in Figure 4.
Therefore a fixed amount of reference points is defined for different quantization step sizes 
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 and coefficient values 
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By using a linear transformation
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a parameter set 
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is generated that optimizes the quantization offset. (
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 in this proposal. So only one additional parameter is used in the algorithm.) This parameter set is transmitted to the encoder for the 14 classes defined above. The parameters for the linear transform (matrix 
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and vector
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) are generic and are fixed for encoder and decoder. These parameters depend on the quantization step size 
[image: image36.wmf]Q

 and are defined for all reference points 
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We used m=7 in our implementation.
By using a linear interpolation the optimal offset 
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 is generated for all values of 
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Also this algorithm is described in more detail in the annex.
Remark: Also the addition of a constant improves the performance. This is given by
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4 Results

The current results for QCIF are shown in the attached Excel file.
5 Conclusions

The introduction of a adaptive quantization offset depending on the quantization step size and the coefficient values reveals a gain in compression efficiency. The dependence on the quantization step size allows an adaptation to different bit-rates in the case of SNR scalability. By defining several classes for the coefficients, also the characteristics of these coefficients are respected.
Therefore, we propose to evaluate the proposal in the context of a core experiment.
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7 Annex
7.1 Procedure for Dependency on Quantization Step Size

The following procedure is repeated for all types of coefficients: 

Input is the experimental distribution 
[image: image43.wmf]^

k

p

.

The procedure outputs a vector of approximation parameters 
[image: image44.wmf])

,...,

,

(

8

2

1

v

v

v

.

1. Approximate the experimental distribution with the geometric distribution:
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 EMBED Equation.3  [image: image46.wmf]k
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producing the optimal parameter 
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 by using squared error minimization.

We use geometric distribution instead of Laplacian, because the samples are integer values.

2. Calculate the function 
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3. Approximate the difference with four linear segments as depicted Figure 3. The approximation is assumed to be zero at point 0. The x-coordinate of the joining point between the first and the second line segments is fixed to the values of iBasePoint. This step produces the following output  parameters:

· fNorm - the maximum absolute value of the difference,
· iP1, iP2 - the x-coordinates of the joining points between line segments 2-3 and 3-4,
· 
[image: image51.wmf]0

b

 - the y-coordinate at point iBasePoint,
· 
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 - the slopes of the three line segments.
Thus, process produces a vector of parameters: 

(
[image: image53.wmf]opt

q

, fNorm, iP1, iP2, 
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These parameters are transmitted to the decoder and used to produce the appropriate optimal offset for the given quantization step size independently of the value being dequantized.

7.2 Procedure for Additional Dependency on Quantized Value

The procedure described above produces a vector of parameters that characterize the distribution:

(
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, fNorm, iP1, iP2,
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Given a quantization step size Q, the decoder produces the optimal value independent quantization offset 
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This value can be used for dequantization if the distribution is close to geometric, but if the deviation from geometric is considerable, it is necessary to correct this value.  The decoder needs to reproduce the curves in Figure 4 from the vector of parameters. This can is done in the following way. A fixed set of quantization step sizes is chosen (5, 20, 50, 100, 200, 300, 399) and for each fixed quantization step size the points with x-coordinates (5, 20, 50, 100, 200, 250) on the corresponding curve is reconstructed. Thus, to obtain the optimal value-dependent quantization offset for an arbitrary quantization step size and value, the decoder needs to do linear interpolation with respect to both variables. 

The y-coordinates of a curve for quantization parameter Q are reconstructed as follows. The decoder calculates the optimal value independent offset 
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The y-coordinates of the chosen points on the curve for quantization step size Q are obtained by calculating
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for some fixed matrix 
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 of size 6x9 and vector 
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 of length 6. Thus, the y-coordinates of the optimal offset curve are obtained by linear prediction from the parameters of the distribution.  The parameters of the prediction (
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) are determined for several values of Q by least squares optimization on a set of test sequences.
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