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1. Problem with MCTF structure
The differences between SVC with MCTF and widely used single layer codec are the open-loop structure and update-step. Open-loop structure uses un-quantized reference frame for motion estimation. This open-loop structure is better than the closed-loop when the quality of reference frame in decoder side is poorer than that of encoder side. On the other hand the open-loop structure has error drift problem which comes from the mismatch of reference frames between encoder and decoder. Using the update-step can decrease the error drift amount, but the mismatch between encoder and decoder still exists.
There are 2 kind of mismatch. First is the mismatch in prediction step, ie reference frames are not quantized in encoder side whereas reference frames are quantized and de-quantized version. The reference frames Lt(-1) and Lt(1) in Figure 1 for prediction step are un-quantized frames. The second is the mismatch in the update step. The high pass frame H(0) is not quantized to update the low pass frames Lt(-1) and Lt(1).
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Figure 1 5-3 MCTF (motion compensated temporal filtering) Structure
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Figure 2 Prediction/update step in 5-3 MCTF
We propose several new methods to overcome the mismatch in open-loop MCTF structure. We re-estimate high pass frame after MCTF and use other quantized frame which has similar characteristic with the un-quantized high pass frame.
2. Closed loop update-step in MCTF for scalable video coding

Purpose of this proposal is to reduce the mismatch between encoder and decoder in MCTF structure.
2.1. Closed-loop frame re-estimation technique
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Figure 3 Frame re-estimation process for L and H frames after the original MCTF process
Figure 3 shows the frame re-estimation for the mismatch reduction in prediction-step. After the MCTF process we get one low pass frame and several high pass frames. And we can imitate the decoder process with reverse direction MCTF in encoder side. The frame re-estimation technique is for the re-estimation of the high pass frame in reverse MCTF process. The low pass frame of step 1 in Figure 3 can be quantized. At first, we get the low pass frame through quantization/de-quantization process. Let’s name this low pass frame as L’. Then we can estimate the prediction frame P’ corresponding to the high pass frame and the high pass frame H’ from the original frame O because all low pass frames for the prediction of high pass frame in lower temporal level are already quantized.. The estimated H’ comes from the same prediction frame in decoding process. If we can ignore the update-step effect, the mismatch between encoder and decoder is perfectly canceled. We can re-estimate all high pass frame, H, through  closed-loop frame re-estimation technique.
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Figure 4 Closed-loop update-step mode 1: Skipping of update-step with L frame (Frame re-estimation is applied hereafter)

2.2. Closed-loop update-step
Lt+1(-1) and Lt+1(1) come from Lt(-1) and Lt(1) through update-step with un-quantized H(0) in encoder side. And Lt(-1) and Lt(1) in decoder side come from Lt+1(-1) and Lt+1(1) through quantized H(0)’ because MCTF process is applied in reverse direction. The problem with this process is that the usage of quantized high pass frame H(0)’ in decoder side and the usage of the un-quantized frame H(0) in encoder side. The mismatch in update-step comes from the above difference. We propose several new methods to reduce the mismatch through several new update-steps. The key idea of the proposal is the substitution of the quantized frame in base layer for H(0)’ which can not be obtained in encoder side, or removal of it.
2.2.1 Mode 1: Skipping of the update-step of last L frame.
The update-step in high pass frame does not make mismatch through the closed-loop frame re-estimation method because high pass frame is quantized after re-estimation. The mismatch still remains at low pass frame because the low pass frame is not re-estimated. To solve this problem, we skip the update-step for the low pass frame and apply the closed-loop frame re-estimation method. In this case, the skipping of the update-step can make some performance drop.
2.2.2 Mode 2: Update-step with base-layer frame
If the quality of base layer is comparable to that of current layer, we can process the update-step with the quantized high pass frame of base layer instead of the un-quantized high pass frame of current layer. Figure 5 shows the process of mode 2. Let’s name the quantized high pass frame of base layer corresponding to the un-quantized high pass frame of current layer as H’. The base layer information what we can use are the O1 (base layer decoded frame), O2 (current layer original frame), P2 (current layer prediction) and P1 (base layer prediction).
· Method 0: H = O2-P2. O2 and P2 are not quantized frame. Equal to the original MCTF.
· Method 1: H’ = O1-P1. There is no mismatch because O1 and P1 are already quantized. No additional computation for H’ because H’ is already processed in base layer.
· Method 2: H’ = O2-P1. O2 is un-quantized original fame and the prediction comes from base layer. Mismatch is weakened compared to the original MCTF process method 0. Coding efficiency is slightly degraded because of the usage of motion vector of base layer.
· Method 3: H’ = O1-P2. O1 is the decoded base layer frame and P2 is the prediction with the motion vector of current layer. Mismatch is weakened compared to the original MCTF process method 0 and additional computation is not so quite. In this case, we use base layer frame O1, so we can maximize the mismatch reduction when the difference between base layer frame O1 and current layer frame O2 is small.
· Detail Analysis
· The value which is used in decoder update-step
O2 - P2’ = O2 – P2 + (P2 – P2’)

· The value which is used in method 3

O1 – P2 = O2 – P2 + (O2 – O1)
The end parenthesis parts of the above equations are the difference of original and quantized value, so there exists some correlation.
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Figure 5 Closed-loop update-step mode 2: Update-step with the base layer H frame instead of the current layer H frame

2.2.3 Mode 3: Hybrid method of mode 2 and existing method
This method uses weighted average of original high pass frame H from method 0 and the quantized high pass frames H’ from the other methods.

H” = (1- ()H + (H’
We can get maximum performance from the integration of the method minimizing the residual energy and the method minimizing the mismatch.
2.3. Adaptive selection of update-step process

The above proposed methods are very efficient when the encoder-decoder mismatch makes severe performance degradation. If the motion is slow or has stable characteristic, the original open loop MCTF shows better performance than the proposals. So we apply the proposal and the original open loop MCTF selectively. We suggest three kinds of application schema.
2.3.1 Additional information to slice header
We use the hybrid method in frame or slice unit. We can decide usage status of the proposed method by additional information to slice header.
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We select a proper update-step by the CLUFlag (closed-loop update flag). If this value is 0, we apply the original MCTF, other wise the proposed method 1, 2 or 3 is applied.
2.3.2 Additional information to macroblock syntax
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We apply the hybrid method in macroblock unit. This method has more overhead than the method of subclause 2.3.1 but we can apply more optimal update-step with this method.
2.3.3 Hybrid application of slice and macroblock unit

If CLUFlag is 0, a slice uses the original MCTF. If CLUFlag is 1, a slice uses the proposed closed-loop update-step. If CLUFlag is 2, hybrid method of subclause 2.3.2 is applied.
4. Experimental results

We used 8 standard sequences using Munich test configuration. For layers that do not use update-step, only prediction re-estimation was applied, whereas both prediction re-estimation and new update-step methods of Mode 0 and 2 were used for other layers. Currently, mode types were determined manually, however, automatic decision of update methods can be investigated in the later stage. The following table summarizes the update-step modes used in the experiments.
Table 1 Update step modes used for each sequence. (Ln: n-th layer, Mx-y means mode x and method y)
	Bus
	L0
	M1
	L1
	M1
	L2
	M2-3
	L3
	M1
	L4
	M2-3
	
	

	Foreman
	L0
	M1
	L1
	M1
	L2
	M1
	L3
	M1
	L4
	M2-3
	
	

	Football
	L0
	M1
	L1
	M1
	L2
	M2-3
	L3
	M1
	L4
	M1
	
	

	Mobile
	L0
	M1
	L1
	M1
	L2
	M2-0
	L3
	M2-0
	L4
	M2-3
	
	

	City
	L0
	M1
	L1
	M1
	L2
	M2-0
	L3
	M2-0
	L4
	M2-0
	L5
	M2-0

	Crew
	L0
	M1
	L1
	M1
	L2
	M2-3
	L3
	M1
	L4
	M1
	L5
	M2-3

	Harbour
	L0
	M1
	L1
	M1
	L2
	M2-3
	L3
	M1
	L4
	M2-3
	L5
	M1

	Soccer
	L0
	M1
	L1
	M1
	L2
	M2-3
	L3
	M1
	L4
	M2-0
	L5
	M2-0
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Figure 6 PSNR curves of BUS sequence.
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Figure 7 PSNR curves of Foreman sequence.
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Figure 8 PSNR curves of Football sequence.
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Figure 9 PSNR curves of Mobile sequence.
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Figure 10 PSNR curves of CITY sequence.
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Figure 11 PSNR curves of CREW sequence.
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Figure 12 PSNR curves of Harbour sequence.
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Figure 13 PSNR curves of Soccer sequence.

As shown in the figures, the performance improvements are very clear and up to 0.47 dB at the highest bit-rate point of BUS sequence. Performance improvement can be found for almost all test points except the highest bit-rate point in CITY sequence. It is mainly due to the fact that CITY sequence has very steady motion fields and small residual energy, which is very ideal case for the open-loop structure.
3. Conclusion

By modifying the prediction and update-steps with exploiting the closed-loop concept, we can improve the performance in a very clear margin mainly due to the facts of reduced encoder-decoder mismatch both in the prediction and update steps. Especially, coding efficiency of the video sequences with fast motion and high residual energy can be improved, since those sequences cannot be handled by open-loop structure. It should be noted that the prediction re-estimation scheme results in only encoder-side changes, whereas the new addition of the update step modes requires the encoder-side changes as well as the decoder-side changes. Both syntax and semantic changes are not required.
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