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1 Introduction

This document
 presents an improvement of the SNR scalability in the J-SVM [1].

In the current J-SVM implementation, SNR scalability is performed using iterative quantization of the residue. In the base layer, an AVC quantization is performed, then in the successive FGS layer a quantization on the residue is performed using the same AVC quantization. However since in the FGS layers, quantization levels are expected to be limited in range and to have different properties, two modes are distinguished: significant coefficient and non-significant coefficient. 

For significant coefficients, quantization of the residue is called refinement information and is limited to the value: -1, 0, +1.

For non-significant coefficients, quantization of the residue is not limited but is highly expected to be -1, 0, +1. Other values are possible due to non embedded quantization intervals and skipping of coefficients.

This progressive quantization scheme differs from bit-plane coding technique in the way that successive quantization intervals are not embedded and then does not fully exploit redundancy between successive FGS layers.

We thus propose in this contribution a new progressive quantization with embedded quantization intervals based on an initial quantization compatible with the AVC syntax.

2 Proposed progressive quantization technique

We first briefly recall the principle of the uniform quantization with dead-zone used in AVC and its current scalable extension used in J-SVM. Proposed progressive quantization is then described.
2.1 Quantization with dead-zone
The quantization used in AVC is  a uniform quantization with a dead-zone that can be expressed by the following equations:
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The f parameter corresponds to the dead-zone parameter (typically f=1/3 is used for intra frames while f=1/6 is used for inter frames). The  parameter corresponds to an offset placement of the reconstruction value in the quantization interval (typically  is close to 0 for very peak pdf and close to ½ for close to uniform pdf). In AVC, we have =f so that it is not necessary on the decoder side to know what is the parameter of the dead-zone interval. Fig. 1 shows an illustration of such quantization intervals and reconstruction value. 

[image: image4]
Fig. 1 Illustration of quantization with a dead-zone
Quantization with a dead-zone is of great interest for compression efficiency and the tuning of f is also important in order to get good performances ([2]

 REF _Ref101007907 \r \h 
[3]). 
2.2 Progressive quantization of J-SVM

In the J-SVM the SNR scalability is performed using successive quantization of the residue. Fig. 2 and Fig. 3 illustrate the successive quantization process. From these figures, it can be observed that quantization intervals are not embedded and that depending on the context some symbols may not be observed. For example refinements with value -1 should not be observed in the first FGS layer when f=1/6, and is very unexpected for f=1/3. Further resulting quantization intervals (defined by the intersection of successive quantization intervals) and associated reconstruction values are non homogeneous. Their widths vary and the position of the reconstruction value is not the same for all intervals (for f=1/3 the reconstruction value could even be outside the intersection of the quantization intervals! – see refinement -1 in first FGS layer). 
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Fig. 2 Illustration of the progressive quantization of the J-SVM with f=1/3. Dashed areas correspond to realisations that should not be observed.
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Fig. 3 Illustration of the progressive quantization of the J-SVM with f=1/6. Dashed areas correspond to realisations that should not be observed.
Further in the current implementation of the J-SVM, progressive quantization is not performed directly on the coefficients. While reconstruction at the decoder is performed by adding refinement to coefficients prior to the final inverse spatial transform (4x4 or 8x8), an inverse transform is performed between each quantization iterations at the decoder. Due to some rounding artifacts, the coefficients of the residue may be different if the difference is performed in the spatial domain or in the transform domain. Moreover the quantization of the Luma DC coefficient for Intra 16x16 mode is performed after the 4x4 spatial transform of DC coefficients in the Base Layer while this transform is not performed in the following FGS layers. This non application of the DC transform in the FGS layer is then not fully coherent with the notion of significant/non-significant coefficient.

All these phenomena could then impact on the performance of the SNR scalabilily. We then propose an alternative progressive quantization that does not have these drawbacks.  

2.3 Progressive quantization with a dead-zone

The proposed progressive quantization is based on the use of embedded quantization intervals. Similar to the well-known bit plane coding technique, quantization intervals associated to significant values are split in two equal intervals (see Fig. 4). 

[image: image7.wmf]
Fig. 4 Illustration of embedded quantization intervals for significant coefficients. A quantization intervals is split into two equal parts.
For non significant coefficients, since AVC quantization is used in the base layer, it is not generally feasible to split equally the quantization interval associated to the 0 value. Thus we propose an adaptive splitting of this interval (see Fig. 5). Whenever the quantization interval associated to the 0 value (i.e. the dead-zone) is sufficiently large, quantization intervals associated to new significant are inserted on both sides. Note that these new significant quantization intervals are of same length than other intervals associated to non zero value.

[image: image8.wmf]    [image: image9.wmf]
Fig. 5 Illustration of the adaptive splitting of the quantization interval associated to non-significant coefficients. Intervals associated to new significant coefficients have a length equal to the quantization step.

Using this splitting technique, the resulting quantization scheme remains a uniform quantization with a dead-zone. The size of the dead-zone is then different across FGS levels. Further splitting of the dead-zone interval may be optionally skipped for coding performance (kind of skipping of new significant coefficients). Allowing this skipping leads to have quantized index for new significant coefficients that may be different from ±1. This is not a problem since this is already allowed by the syntax of J-SVM for coding newly significant coefficients.
Since the placement of the reconstruction value in the quantization intervals is of main importance for the quality of reconstruction we then propose to make an offset of the reconstruction value at each FGS layer (as illustrated on Fig. 4). Inverse quantization is then defined by the following process:

Base Layer decoding: Inverse AVC quantization

Parameter Initialization: OffsetNS=0
Loop over FGS layers
Set Q=Q/2 // Half value of quantization step
GetOffset(Offset) // Get value of the offset to apply on coeffs

OffsetNS += Offset // Update offset to apply to new significant

If (FlagShiftNS)


OffsetNS += Q // Update offset new significant if needed

EndIf
Loop over coefficients

If (IsSignificant(coeff))
ReadRefinementInfo(i) // Read 0 or 1

coeff += signe(coeff)*(i*Q + offsetS)

Else

ReadSignificantInfo(i) // 0, ±1, ±2 , …

If (i!=0)

Coeff = i*Q + signe(i)*offsetNS

EndIf

EndIf

EndLoop

EndLoop
In the proposed technique the offset applied to the already significant coefficient (offsetS) and the newly significant coefficient (offsetNS) is different. The offset for the newly significant coefficient is introduced in order to accumulate all the offsets until current iteration so that new significant coefficients will have the same offset. Apart from being updated at each iteration by accumulating the offset of current quantization iteration, the offsetNS can be additionally increased by the value of the current quantization step (offsetNS+=Q). This additional updating (see FlagShiftNS) of offsetNS is necessary in the case where no quantization intervals for newly significant coefficients could be created. A flag is then transmitted in order to signal this updating of offsetNS. Note that we could skip the transmission of this flag in the case where the decoder could know when it should occur (i.e. by knowing dead-zone parameter f), but this will not be in line with AVC spirit (dead zone parameter f is not known at the decoder and any selection could be used by the encoder).
3 Experimental results

In order to estimate the performance of the proposed progressive quantization, implementation has been made in current J-SVM software v.1. 

· Proposed progressive quantization has been implemented for I and P frames (i.e. for routine MCTFEncoder::xEncodeLowPassPictures).

· Progressive quantization of the coefficients is performed in the transform domain.

· Progressive quantization of DC coefficients for intra16 mode is performed in the 4x4 DC transform domain.

· Coefficient skipping is disabled in order to fairly compare both quantization algorithms.

Fig. 6, Fig. 7, Fig. 8 and Fig. 9 show comparison between our proposed FGS quantization and SVM FGS quantization. Since we modify only the encoding of low pass frames (I and P) only PSNRs of low pass frames are plotted. PSNRs are computed using non truncated FGS levels. In these tests we used a mono-level MCTF on CIF 30Hz sequences. 

We can observe on these curves that we have a gain on both luma and chroma informations. Estimated gain is around 0.2 dB where it can be fairly estimated (e.g. at FGS2 quality level where bit-rate is similar)). 
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Fig. 6 Comparison between proposed progressive quantization and J-SVM. Results for sequence Bus.
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Fig. 7 Comparison between proposed progressive quantization and J-SVM. Results for sequence Football.
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Fig. 8 Comparison between proposed progressive quantization and J-SVM. Results for sequence Foreman.
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Fig. 9 Comparison between proposed progressive quantization and J-SVM. Results for sequence Mobile.

Fig. 10 and Fig. 11 shows results for higher rates for Football and Mobile sequences. Same observations can be made. PSNR gain is even higher (around 1.3dB for FGS3 layer on Mobile).
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Fig. 10 Comparison between proposed quantization and J-SVM for high rates. Results for sequence Football
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Fig. 11 Comparison between proposed quantization and J-SVM for high rates. Results for sequence Mobile
4 Conclusion

We have proposed a new progressive quantization technique for SNR scalability. This progressive quantization uses embedded quantization intervals that are more suited for progressive coding. Early results on I and P frames have shown promising performances. 

Further developments have to be made in order to evaluate the full benefits of the proposed technique:

· Application to B frames.

· Coefficients skipping heuristic to defined in order to optimize the proposed progressive technique (i.e. as is done in current J-SVM).

· Coefficient classification for defining the offset (since all coefficients do not have same statistical properties).
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