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Abstract
To improve the coding efficiency of SVC (Scalable Video Coding), the inter-layer prediction of the temporally enhanced pictures [1] and virtual base-layer motion for scalable video coding [2] were proposed by LG Electronics and Samsung Electronics respectively in the 71st MPEG meeting. During the meeting, a core experiment on the inter-layer motion prediction [3] was established in order to evaluate the proposed techniques. For the convenience, the pre-proposed technique from LG Electronics is referenced as M11625 and one from Samsung Electronics as M11595 hereafter.

LG Electronics and Samsung Electronics have performed the cross-verification of M11625 and M11595, and the verification results showed reliable performance improvement. Since the two techniques, M11625 and M11595, are fundamentally very similar, it is desirable to integrate the two algorithms into one. In this document, we present the integrated algorithm (M11625+M11595) and the experimental results.

NEC performed the verification of the integrated proposal [4] , and you can find the verification report in the document list of the 72nd Busan meeting.

1. Motivation

If two layers have different temporal resolutions, there exist enhancement layer pictures that do not have the temporally coincident base layer pictures. For instance, if the frame rate of the enhancement layer is 30Hz and that of the base layer is 15Hz, the every second picture of the enhancement layer is the temporally enhanced picture and does not have the corresponding base layer picture.

According to JSVM 1.0 [5] , those temporally enhanced pictures do not take advantage of the inter-layer prediction. In order to improve the motion coding efficiency for them, the virtual base layer motion prediction method, which is conceptually similar to the temporal direct mode of B picture in H.264/AVC [6] , is suggested in this proposal.

2. Inter layer motion prediction for temporally enhanced picture

For encoding the motion field of temporally enhanced picture, the virtual base layer motion is estimated from the motion field of a neighboring base picture. The coding process of the motion field of temporally enhanced pictures is very similar to the motion field coding process of subclause 1.2.3.2 in JVT-N023 [5] except that temporally enhanced pictures use the virtual base layer motion as base motion for the inter-layer motion prediction.
Conceptually, a picture in the base layer that is the closest to the current picture in time axis and has the finest temporal level in MCTF / hierarchical B picture structure is selected as base picture. Figure 1 shows an example of the base picture selection for temporally enhanced picture. (Refer to subclause 3.0 for precise description)
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Figure 1 Example of the base layer picture selection

The virtual base layer motion is estimated from the motion field of the selected base picture. Macroblock partitioning information is inferred from the selected base picture. If the sub-block of the selected base picture has bi-directional prediction, both motion fields are used to estimate the appropriate virtual base layer motion. If the sub-block of the selected base layer picture has only one directional prediction, the motion field of the other direction is generated by reversing the sign of the existing motion field and the virtual base layer motion is estimated in the same manner as bi-directional prediction case. Figure 2 shows the three cases of the virtual motion estimation.
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Figure 2 Three cases of virtual base layer motion estimation

In this process, the virtual base layer motion is just copied or sign-reversed from the motion field of the selected base picture. After that, the appropriate scaling is applied to the virtual base layer motion under the consideration of  the temporal distance and spatial resolution difference between two layers. In fact, temporal scaling is performed after spatial scaling based on the spatial resolution difference between two layers. (Refer to subclause 3.3.1.2 for precise description)

Intra_BL and residual prediction modes are not provided at temporally enhanced picture.
3. Syntax, Semantics and Decoding Process

3.0 Derivation process for base pictures
This process can only be invoked when the value of the syntax element base_id_plus1 is greater than 0.

Output of this process is a base picture basePic.

The picture basePic can be used for predicting motion data, sample values and/or residual data of the current picture CurrPic.  The base picture is represented by decoded samples and residual samples as well as its syntax elements, prediction utilization flags, reference picture indices, and motion vectors.

The picture basePic, for which all of the following conditions are true, shall be the output.

· The variable DependencyId for the picture basePic is equal to ( base_id_plus1 – 1 ).

NOTE – The variable DependencyId for the picture basePic is derived from the syntax element decodability_dependency_information for the picture basePic as specified in subclause S.7.4.1. The syntax element decodability_dependency_information is either transmitted in all NAL units of the picture basePic or inferred to be equal to 0.

· The value of PicOrderCnt( basePic ) is equal to the value of PicOrderCnt( CurrPic ). 

If the current picture does not have the base picture satisfying PicOrderCnt( basePic ) = PicOrderCnt( CurrPic ), then the basePic is determined as follows.

· basePic = baseLayerPic [ mini ( abs (DiffPicOrderCnt ( currPic, baseLayerPic[i] ) ) ) ], where baseLayerPic [i] includes all pictures with the highest TemporalLevel in the base layer. 

· If more than one base picture satisfy the above condition, the base picture with the smallest picture order count is selected as basePic.
· Base picture, basePic, should be in same GOP of current picture.
3.1 Syntax in tabular form
There is no syntax change relative to WD 1.0 [7]  and only the some syntax functions are added to the conditional statement.

3.1.1 Macroblock layer in scalable extension syntax

	macroblock_layer_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_layer_id_plus1  ! =  0 && adaptive_prediction_flag &&

         ( DiffPicOrderCnt ( CurrPic, basePic ) == 0 | | 
! intra_base_mb ( CurrMbAddr )  ) {
	
	

	

base_layer_mode_flag
	2
	ae(v)

	

if( ! base_layer_mode_flag  &&  HalfResolutionBaseLayer  &&


     ! IntraBaseLayerMacroblock )
	
	

	


base_layer_refinement_flag
	2
	ae(v)

	
}
	
	

	
if( ! base_layer_mode_flag  &&  ! base_layer_refinement_flag ) {
	
	

	

mb_type
	2
	ae(v)

	

if( mb_type  = =  I_NxN  &&  base_layer_id_plus1  !=  0 &&
             DiffPicOrderCnt( CurrPic, basePic ) == 0 )
	
	

	


intra_base_flag
	2
	ae(v)

	
}
	
	

	
if( MbType  = =  I_PCM ) {
	
	

	

while( !byte_aligned( ) )
	
	

	


pcm_alignment_zero_bit
	2
	f(1)

	

for( i = 0; i < 256; i++ )
	
	

	


pcm_sample_luma[ i ]
	2
	u(v)

	

for( i = 0; i < 2 * MbWidthC * MbHeightC; i++ )
	
	

	


pcm_sample_chroma[ i ]
	2
	u(v)

	
} else {
	
	

	

NoSubMbPartSizeLessThan8x8Flag = 1
	
	

	

if( MbType  !=  I_NxN  &&  MbType  !=  I_BL  &&




MbPartPredMode( MbType, 0 )  !=  Intra_16x16  &&



NumMbPart( MbType )  = =  4 ) {
	
	

	


if( ! base_layer_mode_flag )
	
	

	



sub_mb_pred_in_scalable_extension( MbType )
	2
	

	


for( mbPartIdx = 0; mbPartIdx < 4; mbPartIdx++ )
	
	

	



if( SubMbType[ mbPartIdx ]  !=  B_Direct_8x8 ) {
	
	

	




if( NumSubMbPart( SubMbType[ mbPartIdx ] )  >  1 )
	
	

	





NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	



} else if( !direct_8x8_inference_flag )
	
	

	




NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	

} else {
	
	

	


if( transform_8x8_mode_flag  &&  MbType  = =  I_NxN )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	


mb_pred_in_scalable_extension( MbType )
	2
	

	

}
	
	

	

if( MbPartPredMode( MbType, 0 )  !=  Intra_16x16 ) {
	
	

	


coded_block_pattern
	2
	ae(v)

	


if( CodedBlockPatternLuma > 0  &&





 transform_8x8_mode_flag  &&  MbType  !=  I_NxN  &&





 NoSubMbPartSizeLessThan8x8Flag  &&





 !( MbPartPredMode( MbType, 0 )  = =  B_Direct_16x16  &&






!direct_8x8_inference_flag ) )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	

}
	
	

	

if( CodedBlockPatternLuma > 0  | |  CodedBlockPatternChroma > 0  | |



MbPartPredMode( MbType, 0 )  = =  Intra_16x16 ) {
	
	

	


mb_qp_delta
	2
	ae(v)

	


residual_in_scalable_extension( )
	3 | 4
	

	

}
	
	

	
}
	
	

	}
	
	


3.1.2 Residual in scalable extension syntax

	residual_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_id_plus1  !=  0  &&  adaptive_prediction_flag  &&


MbPartPredType( mb_type, 0 )  !=  Intra_16x16  &&


MbPartPredType( mb_type, 0 )  !=  Intra_8x8  &&


MbPartPredType( mb_type, 0 )  !=  Intra_4x4  &&


MbPartPredType( mb_type, 0 )  !=  Intra_Base &&



DiffPicOrderCnt ( CurrPic, basePic ) == 0 )
	
	

	

residual_prediction_flag
	3 | 4
	ae(v)

	
if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	

residual_block_cabac( Intra16x16DCLevel, 16 )
	3
	

	
for( i8x8 = 0; i8x8 < 4; i8x8++ )  /* each luma 8x8 block */
	
	

	

if( !transform_size_8x8_flag )
	
	

	


for( i4x4 = 0; i4x4 < 4; i4x4++ ) {  /* each 4x4 sub-block of block */
	
	

	



if( CodedBlockPatternLuma & ( 1 << i8x8 ) )
	
	

	




if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	





residual_block_cabac( Intra16x16ACLevel[i8x8 * 4 + i4x4], 15 )
	3
	

	




else
	
	

	





residual_block_cabac( LumaLevel[ i8x8 * 4 + i4x4 ], 16 )
	3 | 4
	

	



else if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	




for( i = 0; i < 15; i++ ) 
	
	

	





Intra16x16ACLevel[ i8x8 * 4 + i4x4 ][ i ] = 0
	
	

	



else
	
	

	




for( i = 0; i < 16; i++ )
	
	

	





LumaLevel[ i8x8 * 4 + i4x4 ][ i ] = 0
	
	

	


}
	
	

	

else if( CodedBlockPatternLuma & ( 1 << i8x8 ) )
	
	

	


residual_block_cabac( LumaLevel8x8[ i8x8 ], 64 )
	3 | 4
	

	

else
	
	

	


for( i = 0; i < 64; i++ )
	
	

	



LumaLevel8x8[ i8x8 ][ i ] = 0
	
	

	
if( chroma_format_idc  !=  0 ) {
	
	

	

NumC8x8 = 4 / ( SubWidthC * SubHeightC )
	
	

	

for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	


if( CodedBlockPatternChroma & 3 )  /* chroma DC residual present */
	
	

	



residual_block_cabac( ChromaDCLevel[ iCbCr ], 4 * NumC8x8 )
	3 | 4
	

	


else
	
	

	



for( i = 0; i < 4 * NumC8x8; i++ )
	
	

	




ChromaDCLevel[ iCbCr ][ i ] = 0
	
	

	

for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	


for( i8x8 = 0; i8x8 < NumC8x8; i8x8++ )
	
	

	



for( i4x4 = 0; i4x4 < 4; i4x4++ )
	
	

	




if( CodedBlockPatternChroma & 2 )















/* chroma AC residual present */
	
	

	





residual_block_cabac( ChromaACLevel[ iCbCr ][ i8x8*4+i4x4 ],











     15)
	3 | 4
	

	




else
	
	

	





for( i = 0; i < 15; i++ )
	
	

	






ChromaACLevel[ iCbCr ][ i8x8*4+i4x4 ][ i ] = 0
	
	

	
}
	
	


3.2 Semantics

3.2.1 Slice header in scalable extension semantics

base_id_plus1 specifies a parameter that is used for identifying the base pictures that is used for predicting the motion data, sample value and/or residual data of the current picture. If the current picture has the base picture satisfying PicOrderCnt( basePic ) = PicOrderCnt( CurrPic ), then the motion data, sample value and/or residual data of the base picture shall be used. Otherwise, only the motion data of the base picture shall be used. The syntax element base_id_plus1 is used for identifying the presence of syntax elements in the macroblock layer in scalable extension. 
base_mode_flag equal to 1 specifies that mb_type for the current macroblock and where applicable the reference indices and motion vectors shall be inferred in dependence of the corresponding base macroblock.  base_mode_flag equal to 0 specifies that mb_type is not inferred unless the base_mode_refinement_flag is equal to 1.
When base_mode_flag is not present, base_mode_flag shall be inferred as follows.

-        If base_id_plus1 is equal to 0, the value of base_mode_flag shall be inferred to be equal to 0.

-        Otherwise ( base_id_plus1 is greater than 0 ), 

· If all of the following conditions are true, the value of base_mode_flag shall be inferred to be equal to 0.
· DiffPicOrderCnt( CurrPic, basePic ) is not equal to 0.
· Intra_base_mb( CurrMbAddr ) is true.
· Otherwise, the value of base_mode_flag shall be inferred to be equal to 1.
residual_prediction_flag equal to 1 specifies that the residual signal is predicted by the (possibly upsampled) reconstructed residual signal of the base macroblock or sub-macroblock.  residual_prediction_flag equal to 0 specifies that the residual signal is not predicted.
When the syntax element residual_prediction is not present, residual_prediction_flag is inferred as follows.

-      If mb_type does not specify an I macroblock type and base_id_plus1 is greater than 0,

· If DiffPicOrderCnt( CurrPic, basePic ) is not equal to 0, the value of residual_prediction_flag shall be inferred to be equal to 0.
-     Otherwise, residual_prediction_flag is inferred to be equal to 1.
-       Otherwise, residual_prediction_flag is inferred to be equal to 0.

3.3 Decoding process

3.3.1 Inter layer motion prediction process for temporally enhanced picture

Inter layer motion prediction for temporally enhanced picture consists of 3 steps.

3.3.1.1 Derivation process for base pictures  

As described in subclause 3.0, the picture which belongs to the highest TemporalLevel in the base layer and has the smallest absolute picture order count difference from current picture is selected as basePic for temporally enhanced picture.

If the base layer is H.264 / AVC compatible layer, the variable TemporalLevel is not defined in each picture of the base layer [7]. In this case, TemporalLevel of the current layer picture can be assigned to the picture whose picture order count is identical to that of the current layer picture. 

3.3.1.2 Derivation process for virtual base layer motion 

The virtual base layer motion is estimated from the motion field of basePic. If a macroblock has only one directional motion field, the opposite motion field is generated by sign-reversing the existing motion field. 

The motion field is temporally scaled after it is spatially scaled on the basis of the spatial resolution difference between two layers.

Let X and Y be defined as follows

- X = ( DiffPicOrderCnt ( CurrPic, basePic ) < 0 ) ? 0 : 1

- Y = 1 – X 

Figure 3 illustrates the motion vector inference when X is 0 and X is 1
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Figure 3 Example of the proposed motion vector derivation for (a) X is 0, and (b) X is 1

The reference index refIdxLX is obtained as follows. 

· If predFlagLXBase is equal to 1, then refPicBase is the picture referenced by mvBaseLX. Otherwise, refPicBase is the picture referenced by –mvBaseLY. 
· refPic is the current layer picture that has the same picture order count as that of refPicBase.
· refIdxLX is set equal to the lowest valued reference index in the current reference index list RefPicListX that references refPic. 

The refefrence index refIdxLY is obtained as follows. 

· refPic is the current layer picture that has the same picture order count as that of basePic.
· refIdxLY is set equal to the lowest valued reference index in the current reference index list RefPicListY that references refPic. 
The motion vector mvLX and mvLY for the inter-layer motion prediction of temporally enhanced picture are calculated as following equations.
· mvBase = predFlagLXBase ? mvBaseLX : –mvBaseLY  

· SpatialScaleFactor = HalfSpatResBaseFlag ? 2 : 1

[ note: if the extended or non-dyadic spatial scalability is adopted, then SpatialScaleFactor shall be adjusted according to the ratio of spatial resolutions ] 

· mvScaledBase = SpatialScaleFactor * mvBase 

[ note: since SpatialScaleFactor is equal to or greater than 1 and  temporal scaling is generally downscaling, spatial scaling is performed prior to temporal scaling ]

· Tx = (16384 + Abs ( Td / 2 ) ) / Td

· DistScaleFactor = Clip3 ( -1024, 1023, (Tb * Tx + 32) >> 6 )

· mvLX = ( DistScaleFactor * mvScaledBase + 128 ) >> 8
· mvLY = mvLX – mvScaledBase
where Tb and Td are given as follows with picX being the reference picture specified by RefPicListX[ refIdxLX ] and picY being the reference picture specified by RefPicListY[ refIdxLY ].

Tb = Clip3( -128, 127, DiffPicOrderCnt( CurrPic, picX ) )
Td = Clip3( -128, 127, DiffPicOrderCnt( picY, picX ) )

The prediction utilization flags predFlagL0 and predFlagL1 are both set equal to 1 and prediction mode is set to BiPred..
3.3.1.3 Inter-layer motion prediction for the temporally enhanced picture

If any of base_mode_flag, base_mode_refinement_flag, and motion_prediction_flag_lX is equal to 1, the derived motion information in subclause 3.3.1.2 is used as the base motion information.
4. Experimental results

4.1 Experiment with CE 4 configurations

Experimental conditions are defined in CE description [3] . Test points for experiment are as follows.

	
	QCIF@7.5Hz
	QCIF@15Hz
	CIF@15Hz
	CIF@30Hz
	4CIF@30Hz
	4CIF@60Hz

	BUS
	64
	96
	192

384
	512
	X
	X

	FOOTBALL
	128
	192
	384

512
	1024
	X
	X

	FOREMAN
	32
	48
	96

192
	256
	X
	X

	MOBILE
	48
	64
	128

256
	384
	X
	X

	CITY
	64
	128
	256
	512
	1024
	2048

	CREW
	96
	192
	384
	750
	1500
	3000

	HARBOUR
	96
	192
	384
	750
	1500
	3000

	SOCCER
	96
	192
	384
	750
	1500
	3000


The proposed algorithm is integrated into JSVM 1.0 software [8] and the experimental results are compared to that of JSVM 1.0. The proposed scheme is applied to test points with frame rate increment (layer 1, 3, 5 of scenario 1 and layer 2, 4 of scenario 2). As you can see in the experimental results, almost test points showed clear and stable performance improvements. The detailed experimental results are illustrated as follows. 
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4.2 Experiment with Palma test configurations

In addition to the test points of CE 4 in Busan meeting, experimental results for the Palma configuration are as follows.
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5. Conclusion

To improve the motion coding efficiency of JSVM 1.0 [5] , the inter-layer motion prediction for the temporally enhanced pictures and virtual base-layer motion for scalable video coding were proposed by LG Electronics and Samsung Electronics in the 71st MPEG meeting. Through the core experiment, we have combined two proposals into one and the experimental results have shown the clear and reliable performance improvement. Therefore, we recommend JVT to adopt the combined proposal into the next version of JSVM.
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