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Abstract

Human eyes are highly selective sensors. The selectivity depends on not only local contents, but also global cognitive (high-level) contents. The global selectivity, or visual attention, reflects on the resource allocation competition on both low-level and high-level visual contents. It is believed that because the computational resources in the human brain are limited, visual attention is a mechanism developed in brains to effectively allocate resources on visual field.  More resources are allocated to important areas than less important areas. One of the most important aftereffects of visual attention is its modulatory effect on visual sensitivity and visual quality evaluation. The noise or distortions in attentional (important) areas are easier to be detected or bring more annoyance to human eyes. Perceptually, a perfect compression technique should follow the mechanisms of the human visual system. It should have the ability to balance the distortions inside and outside of ROI (attentional) areas, so that they bring the same visibility or annoyance to human eyes. To simulate the mechanism of human brain, a perceptual ROI scalable video coding scheme is given in the proposal.

Introduction

Human eyes are not perfect sensors, and not all information is visible to human eyes. The term “Just-Noticeable-Difference (JND)” indicates the tolerance that has a 50% possibility being able to be perceived by human eyes under certain conditions (visual sensitivity is the inverse of the modulated JND). Moreover, human eyes are also highly selective sensors. Their selectivity depends on not only local contents, but also global cognitive (high-level) contents;  it reflects the resource allocation competition on both low-level and high-level visual contents. It is believed that because the computational resources in the human brain are limited, visual attention is a mechanism developed in brains to effectively allocate resources on visual field. Visual attention may be regarded as a set of strategies to reduce the computational cost of the search process inherent in visual perception. With this mechanism, human brains allocate more resources to one or more locations on visual field, which contain the most important contents to human eyes. Determining what content is more important than others is a competition process. 

Visual attention is a very important and complex mechanism of human brains. It brings about many aftereffects. One of the most important aftereffects of visual attention is its modulatory effect on visual sensitivity and visual quality evaluation. The characteristics of visual attention’s aftereffect on visual sensitivity can be outlined as:

1. Generally, visual sensitivity is high in the area of high visual attention;

2. Visual sensitivity is also determined by local complexity of contents;

3. The difference of sensitivity thresholds between focus areas and out-of-focus areas can reach 9 dB in maximum;

4. The sensitivity difference is controlled by visual attention level, which is a result of both top-down stimuli (high-level contents, knowledge and experience) and bottom-up stimuli (low-level contents: contrast, color, orientation, etc); 

5. Human eyes are not blind out of focus;

6. There exists gradient for sensitivity between focus areas and out-of-focus areas;

7. The gradient width is flexible and it is controlled by the visual attention level in focus area; when visual attention level is high, the gradient width is small, and vice verse;

8. The movement of object brings about motion suppression:

a. Motion suppression only exists in out-of-focus areas;

b. Motion suppression is strong when the moving offset is big;

c. Motion suppression can reach 6 dB in maximum.

Moreover, the previous research on perceptual quality significance map (PQSM) [1,2] reveals that the map is smooth and can be represented sparsely on spatial resolution.

A good compression technique should follow the mechanisms of the human visual system that it has the ability to balance the distortions inside and outside of ROI (Region-of-interest) areas, with minimum annoyance to human eyes. By using the proposal perceptual ROI based scalable video coding, a video communication system can either re-allocate bits or other computational resources (calculation ability, power, and protections, etc) to achieve the best perceptual quality. 

Region-of-Interest (ROI) technique [5,6] is an attempting to achieve the goal, and publications [7,8] are trying to introducing psychophysical factors into the ROI technique. However, they all are facing three problems:

1. Accurate foreground segmentation; 

2. How to control the distortion inside and outside of ROI; and

3. Gradient.

Perceptual ROI representation

The perceptual ROI (PROI) is represented as follows:
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So, the proposed perceptual ROI representation is: 
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. Experimental results shown in the experiments show that the block size of R has a small effect on subjective quality of decompressed video, which gives a high tolerance on foreground segmentation. 
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As shown in Figure 1, a simplified PQSM 
[image: image18.wmf]P

 is generated by a given ROI mask 
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 is used to modulate quantization parameters, shifting values and other resources for video/image compression and communication. Simplified PQSM 
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where 
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Perceptual ROI based Control for QP and 
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where 
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 is a constant, which can be obtained by equation (6).  Equation (6) normalizes the quantization steps into an appropriate range, so that the generated bits by proposed ROI scheme are close to those without ROI. With Equation (6), the proposed method can be easily integrated with current frame-based rate-control schemes, which control the parameter 
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For MCTF, the control of 
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Perceptual ROI based Temporal Scalability

Simplified PQSM 
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 can be used to control temporal sampling, or frame rate. Assume that the frame rate is 
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where 
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Perceptual ROI based Spatial Scalability

For motion coding, each spatial resolution should have an independent motion vector field (MVF) in the ROI. Each MVF is generated by rate distortion optimization (RDO) with utilization of the corresponding 
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. However, motion coding may not be compatible with the spatial scalability out of the ROI, i.e. two or more spatial resolutions may share one MVF out of the ROI. The MVF at low resolution can also be derived from that at high resolution out of the ROI. Moreover, the MVF and the residual image are always matched in the ROI while there may be mismatch out of the ROI.
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The selected 
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 provides the most important spatial information to viewers.

Perceptual ROI based SNR Scalability

Let 
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 and 
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 denote the upper bound and the lower bound of bit rate range at a fixed spatial level and temporal level. When the bit rate range is wide, i.e. 
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, an MVF may be shared outside the ROI. The MVF at low bit rate can also be derived from that at high bit rate outside the ROI. When 
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, two (or even more) MVFs are required outside the ROI, the MVFs in the ROI can be further refined. In other words, we can have up to  MVFs in the ROI and up to  MVFs outside the ROI in the whole bit rate range. Moreover, MVF and residual image are always matched in the ROI where there may be mismatch outside the ROI. 

Figure 2 shows the examples when n=2. Because some areas are discarded and cannot be used as reference for motion estimation, a labeling technique should be used to label the available searching areas. In Figure 2, patterned areas are labeled as the reference area and the blank areas are not.

Actually, a new SNR scalability scheme is also provided for generation and coding of motion information by our ROI-based SNR scalability. Specially, each frame is divided into two parts: ROI and out-of-ROI, ROI is assigned a priority 
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We can have a similar SNR scalability for generation and coding of motion information by dividing each frame into 
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Experimental Result

Some primary experiments are conducted on H.264 JVM6.0 software. At present, only QP values are modified and controlled based on the PROI representation. The binary ROI mask are generated by its foreground masks and reduced into 
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 resolutions, respectively. We have tested 3 standard video sequences (‘Stephan’, ‘Foreman’ and ‘Singer’) under different low bit rates (219, 146 and 79 kbits/s), and confirmed the improvement on perceptual coding quality with the proposed ROI based scheme. Table 1, 2 and 3 show the experimental conditions between the experiment with ROI and without ROI, for CIF test sequence ‘Stephan’, ‘Foreman’ and ‘Singer’, respectively. Figure 3 shows the visual comparison for the reconstructed 10th frame of CIF test sequence ‘Stephan’ with and without ROI consideration. As can be easily seen, the proposed ROI based compression achieves better perceptual quality (more spatial details have been preserved in the face, and so on). Figure 4 shows the ROI mask R in 
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 block size. Figure 5 and 6 show the other two examples of visual comparison for the reconstructed 10h frame of CIF test sequence ‘Foreman’ and ‘Singer’, with the test conditions listed in Table 2 and 3.

Table 1. The setups of experimental comparison on CIF test sequence ‘Stephan’.
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Table 2. The setups of experimental comparison on CIF test sequence ‘Foreman’.
	Without ROI
	With ROI

	Fix QP: 
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Table 3. The setups of experimental comparison on CIF test sequence ‘singer’.
	Without ROI
	With ROI
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Figure 3. An example of experimental comparison on the 10th frame of CIF test sequence ‘Stephan’: (a) without ROI, (b) with ROI in 
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 block size, (c) with ROI in 
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 block size, and (d) with ROI in 
[image: image116.wmf]1616

´

 block size.
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Figure 4. ROI R on the 10th frame of CIF test sequence ‘Stephan’: (a) in 
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 block size, (b) in 
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 block size, and (c) in 
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 block size.
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Figure 5. An example of experimental comparison on the 10th frame of CIF test sequence ‘foreman’: (a) without ROI, (b) with ROI in 
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 block size, (c) with ROI in 
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 block size, and (d) with ROI in 
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 block size.
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Figure 6. An example of experimental comparison on the 10th frame of CIF test sequence ‘singer’: (a) without ROI, (b) with ROI in 
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 block size, (c) with ROI in 
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 block size, and (d) with ROI in 
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´

 block size.
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Figure 1. A flowchart of generating QP profile and � EMBED Equation.DSMT4  ��� value profile. 
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Figure 2. Two diagrams of ROI-based adaptive framerate scheme: bi-directional motion estimation (upper) and backward motion estimation (lower), n=2.
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