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1 Introduction

For real-time video communication applications, such as video conferencing, minimizing end-to-end delay is very critical to ensure good interaction among the participants. The low-delay requirement is usually met by encoding each video frame as either I-frames or P-frame. 

JSVM could be configured to generate a video stream meeting the low-delay requirement using one of the following 2 prediction structures. The first prediction structure shown in Figure 1 uses only the normal P frames encoded in closeloop. In the second prediction structure shown in Figure 2, the sequence is encoded in groups of pictures. The anchor frames are encoded as close-loop P frames to prevent long-term drift, and the frames between 2 anchor frames are encoded as P frames in open-loop. 
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Figure 1 Normal close-loop P-frame encoding
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Figure 2 Open-loop P-frame encoding in JSVM1.0
Fine granularity scalability is an important feature that can be used in video communications since it could make channel adaptation much easier.  Currently JSVM1.0 encodes the FGS layer of an anchor frame using the prediction only from the base layer reconstructed frame because JSVM1.0 is not capable of exploiting the temporal redundancy in the FGS layer with effective control on the drift.  The FGS layer coding performance for such a P frame is very poor.  For an open-loop P frame, FGS coding performance is less an issue since the temporal correlation is removed by using the original reference frame and the drift of open-loop P frames is confined within a GOP.  However, to maximize the overall coding efficiency for such a prediction structure, the majority of bits are spent on encoding the anchor frames. The ratio between the size of the anchor frame and the size of an open-loop P frame can be larger than 10 even when the GOP length is as small as 4. The excessive buffer delay on transmitting the anchor frame could easily result in the skipping of the following frames. So this structure is not very suitable for low-delay application. It is to be tested whether the coding performance of this prediction structure is satisfactory if some frame-level rate control is performed to reduce the frame-to-frame variation.

We propose the improvements to the FGS coder in JSVM1.0 so that the FGS layer of anchor frames can be efficiently encoded. It will especially benefit the low-delay prediction structure in Figure 1.

2 FGS coding with adaptive reference block formation
In the JSVM1.0 coder, FGS layer of an anchor P-frame is predicted only from the base layer of the current frame. In order to increase coding efficiency, we propose to predict FGS layers also from the enhancement layers of the reference frames. 

Since the FGS stream can be arbitrarily truncated, very often the decoder will use a different reference frame from the one used by encoder. The mismatch in the reference frames could cause the accumulation of error, and result in drift.

The drift can be put under control if the accumulated error is bounded. Leaky prediction is an effective method to achieve that. In this proposal, the coefficients to be encoded in the enhancement layer are classified, and different leaky factors are used for predicting the coefficients in different categories. If a coefficient is more likely to become nonzero in the enhancement layer, the coefficient should be predicted with more weight from the base layer. The error introduced by the removal of this coefficient when bitstream is truncated will be added to an error in the reference frame that is already reduced. And statistically the errors are balanced across the frame and overall performance is improved.
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Figure 3 Formation of reference block for prediction in the new FGS coder
An adaptive reference block formation algorithm is developed based on the reasoning presented above. Once the new reference block is formed, it replaces the base layer reconstructed block as the prediction in the FGS coding. No modifications to the FGS entropy coder are needed. So we will just focus on how the reference block is formed. 

The coefficients in the enhancement layer can be classified into 3 categories with increasing probability of the prediction error being a nonzero in the FGS layer.

· The coefficient in a block that does not have any nonzero coefficients in the base layer,
· The coefficient in a block that has some nonzero coefficients in the base layer, but the coefficient itself is coded in the base layer as zero,
· The coefficient in a block that has some nonzero coefficients in the base layer, in addition, the coefficient has already been coded as a non-zero value in the base layer.
Different weighting factors are used for forming the prediction for coefficients in each category. Using one of 2 methods described below forms the reference block for a block coded in the FGS layer.

· If all the quantized coefficients in the base layer block are zero, the block-based reference block formation method is used. The actual reference block used in FGS layer coding is calculated as the weighted average of base layer reconstructed block and the enhancement layer reference block. 
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· Otherwise, the coefficient-based reference block formation method is used. Firstly transform is performed on both the base layer reconstructed block 
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 and enhancement layer reference block 
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 to obtain coefficient blocks 
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, is set to be equal to the coefficient of the same frequency in the base layer reconstructed block if the quantized coefficient 
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 in the base layer is nonzero, otherwise it is set to be equal to the weighted average of the coefficient of the same frequency in the base layer reconstructed block and the coefficient of the same frequency in the enhancement layer reference block. After all the coefficients are calculated, inverse transform is performed on the coefficient block 
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 in the spatial domain. Here are the equations that describe the process of forming the coefficient block.
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It is also proposed to signal the weighting factors 
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 and 
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 in the slice header of FGS slice. It is found that the optimal weighting factors are sequence dependent. These weighting factors can also be used for controlling the refreshing of the FGS layer. A larger weighting factor means more prediction from the base layer. Such a stream can recover faster from loss of FGS packets. 

Proposed syntax modifications

2.1 Change to the slice header in scalable extension

	slice_header_in_scalable_extension( ) {
	C
	Descriptor

	
……
	
	

	
if( slice_type  !=  Progressive_Refinement )
	
	

	

if( num_slice_groups_minus1 > 0  &&



slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	


slice_group_change_cycle
	2
	u(v)

	
if( slice_type  ==  Progressive_Refinement ) {
	
	

	

base_ref_weight_for_zero_base_block_plus_1
	
	ue(v)

	

base_ref_weight_for_zero_base_coeff_plus_1
	
	ue(v)

	
}
	
	

	}
	
	


2.2 Semantics

base_ref_weight_for_zero_base_block_plus_1 signals the weighting factor to be applied to base layer reconstructed block in the block-based reference block formation method. Actual weighting factor is (base_ref_weight_for_zero_base_block_plus_1 - 1). Its value is in the range [0, 32], inclusive. base_ref_weight_for_zero_base_block_plus_1 of value 0 has special meaning. It indicates that the prediction is completely from the base layer.
	base_ref_weight_for_zero_base_block_plus_1
	Effective value
	Equivalent weight

	0
	32
	1.0

	1
	0
	0

	2
	1
	1/32

	……
	
	

	32
	31
	31/32


base_ref_weight_for_zero_base_block_plus_1 signals the weighting factor to be applied to the coefficient from the base layer reconstructed block in the coefficient-based reference block formation method. Actual weighting factor is (base_ref_weight_for_zero_base_coeff_plus_1 - 1). Its value is in the range [0, 16], inclusive. base_ref_weight_for_zero_base_coeff_plus_1 of value 0 has special meaning. It indicates that the prediction is completely from the base layer.
	base_ref_weight_for_zero_base_coeff_plus_1
	Effective value
	Equivalent weight

	0
	16
	1.0

	1
	0
	0

	2
	1
	1/16

	……
	
	

	16
	15
	15/16


Results

Attached excel file JVT-O054.xls has 3 sets of FGS performance data to demonstrate the effectiveness of the adaptive reference block formation algorithm. 

· The first set of results is generated using FGS with proposed adaptive reference block formation algorithm and prediction structure shown in Figure 1 is used. 

· The second set of results is generated using the original JSVM1.0 with the prediction structure shown in Figure 1. 

· The third set of results is generated using the original JSVM1.0 with the prediction structure shown in Figure 2. The length of GOP is set to 8. Some adjustment on the slice qp values is performed to reduce the variation of the compressed frame size to make it more suitable for low-delay applications. 

Frame size variation of bitstreams generated using the proposed method and that of bitstreams generated using JSVM1.0 with the prediction structure in Figure 2 are also given in the document JVT-O054.xls. 

The FGS coding performance with the new algorithm is significantly better than that of original JSVM1.0 with either prediction structures. The improvement can be as much as 3dB for just one layer of FGS coding. 

It is also interesting to note that the coding performance of the new FGS coder is even comparable to the coarse SNR scalability coding when FGS layer is fully decoded. In coarse SNR scalability coding, the bitstream of 2 discrete layers is generated. The qp of the enhancement layer is “base layer qp – 6”.  Additional motion estimation and mode decision is performed in the enhancement layer, while FGS layer always uses the base layer mode and motion information.

In addition, the bitstream generated by the proposed method has much smaller variations in bits per frame than that generated by original JSVM1.0 with the prediction structure in Figure 2. 

3 Conclusions

Compared to JSVM1.0 with either low-delay prediction structure, the new FGS coder with the normal close-loop P frames has significantly better performance. We propose that the method is included in the next release of JSVM.
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