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1. Introduction

This document presents the technical description and experimental result in response to CE6 [1], which aims to evaluate the coding efficiency of non-scalable motion vector (MV) coding in the case of complexity scalability for broadcast. The description is based on the Thomson's proposal in VCEG-X06[5], m11241[2]and m11682 [3].
In broadcast environments, all layers of a scalable bitstream are broadcast over the same network and are available to all devices.  In a two-layer system, two layers are broadcast, and low-end devices use only the lower (base) layer, and devices with higher capabilities use both the base and the enhancement layers.  In such an environment, total bitrate efficiency of the combined layers is an important requirement, but the bitrate efficiency of a lower layer individually is not a requirement.  By relaxing the typical scalability requirement of bitrate efficiency of the lower layer, total bitrate efficiency for combined layers can be improved. 

In our proposal, the motion vectors transmitted in the base layer bitstream are used in both the low resolution decoder and the full resolution decoder, but with a higher accuracy in the full resolution decoder than in the low resolution decoder.  Table 1 shows the operation of decoder for low resolution and full resolution.
In our scheme, motion vector is non-scalably coded to improve the coding efficiency. So for the base layer decoding, we need to downscale the MV by a factor of 2.  This raises the issue that that P and B slices in the base layer are not compatible with AVC. In this core experiment, we shall evaluate our non-scalable motion vector coding compared to scalable motion vector coding in JSVM1.0 [4] for our proposed complexity scalable video coding scheme.

It is known that for total coding efficiency of MV, non-scalable MV coding has better performance than scalable MV coding. When bitrate scalability is used, non-scalable MV coding suffers for the base layer, because all MVs have to be sent in the base layer. But if the bitrate requirement of base layer is relaxed and total bitrate efficiency is the most important  requirement, for example, in broadcast environment, non-scalable MV coding will have better coding efficiency than scalable MV coding, which is especially true for low to medium bitrate. The fact is confirmed by this core experiment. For very low bitrate, a big total coding efficiency loss is observed when motion vector is scalable coded for both P and B slices. 
Table 1. Operation of decoder

	decoder
	MV
	residue
	MC
	ref. store

	low resolution
	downscale
	-
	low resolution
	low resolution

	full resolution
	-
	upsample
	full resolution
	full resolution


2. Syntax in tabular form

In this section, only the syntax that is added or extended in comparison to AVC or JSVM 1.0 [4] for our proposal is described.
We use profile_idc = 92 to indicate the bitstream has the feature proposed by Thomson’s complexity scalable video coding techniques where non-scalable MV coding is used[2]

 REF _Ref96742999 \r \h 
[3]

 REF _Ref100737319 \r \h 
[5].

2.1 slice header syntax
	slice_header( ) {
	C
	Descriptor

	
first_mb_in_slice
	2
	ue(v)

	
slice_type
	2
	ue(v)

	
pic_parameter_set_id
	2
	ue(v)

	
frame_num
	2
	u(v)

	/* complexity scalability parameters*/
	
	

	
if (profile_idc == 92 && slice_type != I_SLICE && slice_type!=SI_SLICE)
	
	

	
{
	
	

	

complexity_scalable_flag
	2
	u(1)

	
}
	
	

	/* end of complexity scalability parameters */
	
	

	
if( !frame_mbs_only_flag ) {
	
	

	

field_pic_flag
	2
	u(1)

	

if( field_pic_flag )
	
	

	


bottom_field_flag
	2
	u(1)

	
}
	
	

	
if( nal_unit_type  = =  5 )
	
	

	

idr_pic_id
	2
	ue(v)

	
if( pic_order_cnt_type  = =  0 ) {
	
	

	

pic_order_cnt_lsb
	2
	u(v)

	

if( pic_order_present_flag &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt_bottom
	2
	se(v)

	
}
	
	

	
if( pic_order_cnt_type = = 1 && !delta_pic_order_always_zero_flag ) {
	
	

	

delta_pic_order_cnt[ 0 ]
	2
	se(v)

	

if( pic_order_present_flag  &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt[ 1 ]
	2
	se(v)

	
}
	
	

	
if( redundant_pic_cnt_present_flag )
	
	

	

redundant_pic_cnt
	2
	ue(v)

	
if( slice_type  = =  B )
	
	

	

direct_spatial_mv_pred_flag
	2
	u(1)

	
if( slice_type = = P | | slice_type = = SP | | slice_type = = B ) {
	
	

	

num_ref_idx_active_override_flag
	2
	u(1)

	

if( num_ref_idx_active_override_flag ) {
	
	

	


num_ref_idx_l0_active_minus1
	2
	ue(v)

	


if( slice_type  = =  B )
	
	

	



num_ref_idx_l1_active_minus1
	2
	ue(v)

	

}
	
	

	
}
	
	

	
ref_pic_list_reordering( )
	2
	

	
if( ( weighted_pred_flag  &&  ( slice_type = = P  | |  slice_type = = SP ) )  | |


( weighted_bipred_idc  = =  1  &&  slice_type  = =  B ) )
	
	

	

pred_weight_table( )
	2
	

	
if( nal_ref_idc != 0 )
	
	

	

dec_ref_pic_marking( )
	2
	

	
if( entropy_coding_mode_flag  &&  slice_type  !=  I  &&  slice_type  !=  SI )
	
	

	

cabac_init_idc
	2
	ue(v)

	
slice_qp_delta
	2
	se(v)

	
if( slice_type  = =  SP  | |  slice_type  = =  SI ) {
	
	

	

if( slice_type  = =  SP )
	
	

	


sp_for_switch_flag
	2
	u(1)

	

slice_qs_delta
	2
	se(v)

	
}
	
	

	
if( deblocking_filter_control_present_flag ) {
	
	

	

disable_deblocking_filter_idc
	2
	ue(v)

	

if( disable_deblocking_filter_idc  !=  1 ) {
	
	

	


slice_alpha_c0_offset_div2
	2
	se(v)

	


slice_beta_offset_div2
	2
	se(v)

	

}
	
	

	
}
	
	

	
if( num_slice_groups_minus1 > 0  &&


slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	

slice_group_change_cycle
	2
	u(v)

	}
	
	


2.2 Slice header semantics

complexity_scalable_flag equal to 1 indicates the presence of the complexity scalability in the bitstream. complexity_scalable_flag equal to 0 indicates that the bitstream does not contain the  complexity scalable bitstream.

3. Decoding process

This section describes the decoding process when profile_idc=92.

Comparing to traditional scalable video bitstreams, our complexity scalable video bitstreams only has enhancement layer for I-slices. It does not have enhancement layer for P- and B-slices.
3.1 Low resolution decoding

For low resolution decoding, the decoding process is compliant with AVC except that the motion vectors need to be downscaled before motion compensation. The decoding process is illustrated in Figure 1. 

The inter prediction process formulae in MPEG4 AVC specification is modified as 
MvL0[ mbPartIdx ][ subMbPartIdx ] = (mvL0+1)>>1    (8-112)

MvL1[ mbPartIdx ][ subMbPartIdx ] = (mvL1+1)>>1    (8-113)   
3.2 Full resolution decoding

The decoding process for full resolution is illustrated in Figure 2
For I-slices, the spatial scalability method [4] is invoked for full resolution decoding. For P or B slices, complexity_scalable_flag is set to 1 and RRU based decoding method [2]

 REF _Ref100737319 \r \h 
[5] is invoked for full resolution decoding. The syntax in JSVM1.0 for enhancement layer should be inferred as follows:

- base_mode_flag = 1.

- residue_prediction_flag = 1 and coded_block_pattern = 0 (no extra bits are coded for the residue at enhancement layer).
But the motion vectors are not upsampled as JSVM1.0. 

The decoding processing is interpreted as following. For inter-pictures, after entropy decoding and inverse quantization and inverse transform, the residual is upsampled.  Motion compensation is applied to the full resolution reference pictures to form a full resolution prediction, and the upsampled residual is added to the prediction.  For the intra pictures, scalable video coding in [4] is conducted.
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Figure 1 Low Resolution Decoder
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Figure 2  Full Resolution Decoder

4. Simulation

The experiment is conducted to compare our proposed non-scalable MV coding scheme with scalable MV coding scheme for the complexity scalable video coding. The same test condition as CE4 [3] in MPEG 71st Hong Kong meeting is used. That is, two layer spatial scalability is supported, CIF/QCIF and separately 4CIF/CIF. Random access is set at 1 sec interval. We set gop_size=2. For CIF/QCIF and 4CIF/CIF, we use the 30 Hz three lower bitrates of the Redmond conditions, shown in Table 2.  
Table 2 CE6 test conditions

	CIF/QCIF Sequences
	Bitrates

	Bus
	256, 320, 384 kbps

	Football
	512, 640, 768 kbps

	Foreman
	128, 160, 192 kbps

	Mobile
	192, 224, 256 kbps

	City
	256, 320, 384 kbps

	Crew/Harbor/Soccer
	384, 448, 512 kbps


	4CIF/CIF Sequences
	Bitrates

	City
	768, 896, 1024 kbps

	Crew/Harbor/Soccer
	1024, 1280, 1536 kbps 


Our target is to evaluate non-scalable MV coding versus scalable MV coding for our complexity scalable video coding. So we adopt the same encoding methodology in both methods. In our non-scalable MV coding scheme, since the inter-picure only has one layer, the encoding is only performed and optimized for full-resolution picture (enhancement layer) at the 32x32 MB basis. We performed the same encoding method for scalable MV coding. That is, the motion estimation and mode decision is performed and optimized for full resolution picture at the 32x32 MB basis.  In scalable MV coding scheme, for the base layer, the resulted full-resolution MV needs to be downscaled by 2 and differentiated coded in the base layer bitstream. In enhancement layer, the difference between the full-resolution MV and upsampled base layer MV will be sent using quarter-pel MV refinement. No residue is sent. This can be implemented by using JSVM inter-layer motion prediction and inter-layer residue prediction. If any of the MVs in one MB for full resolution picture has quarter-pel MV, we use quarter pel refinement mode, i.e., set base_mode_flag=0, base_mode_refinement_flag=1. Otherwise, if none of MVs in one MB has quarter-pel MV, we set base_mode_flag=1. Since the enhancement layer uses only upsampled residue from base layer, we set code_block_pattern=0 and residue_prediction_flag=1. During the experiment, a trade-off between PSNR and bitrate is observed. If we perform quarter_pel (qpel) ME for full-resolution picture, we need to send MV quarter pel refinement bits in the enhancement layer. If we perform half_pel (hpel) ME for full-resolution picture, we do not need to send MV quarter pel refinement bits in the enhancement layer. So in total, qpel ME may require higher bitrate than hpel ME. But since qpel ME has higher precision, the PSNR of qpel ME is better than hpel ME. In order to better trade-off between PSNR and bitrate, the encoder will perform both qpel ME and hpel ME, and select the best result from them. The experiment shows for very low bitrate, hpel ME tends to have better performance than qpel ME. This is an encoder's choice, to trade-off between PSNR and bitrate.
Table 3 shows the resulted bitrate and PSNR with scalable MV coding, compared to our non-scalable MV coding, averaging 1.24dB. Table 4 shows the percentage of enhancement layer bits for P frame (enhP) and B frames (enhB) over total bits of P frames (totP) and B frames (totB), separately, assuming qpel ME is used . The plotted RD curves are shown in the attached excel file.

From Table 3 and the corresponding figures, we can see that there is a big quality loss for our proposed complexity scalable coding method using JSVM1 scalable MV coding. The worst case can be up to 4.7 dB. Table 4 shows a comparison of the coding efficiency penalty used for scalable MV coding for P and B frames, which can in some way help to explain why there is such a big loss in Table 3.  Table 4 shows that for low and mid bitrate, if qpel ME is used, a large percentage of bits have to be consumed to code the MV qpel refinement, at least 10% for enhP and 20% for enhB. This explains why at lower bitrate, for many cases, hpel ME can achieve better results. But with less MV precision, it resulted less PSNR comparing to qpel ME. Therefore, it explained why we have a big PSNR drop comparing to non-scalable MV coding method, where qpel ME is performed and no additional bits are sent in enhancement layer to refine the full-resolution MV. We also observed in general, the percentage of enhb is higher than enhP, with an average of 39% for B and 27% for P.  The percentage of enhP and enhB decreases when the bitrate increases
5. Conclusion

From this core experiment, we find out that there is big coding efficiency loss for total bitrate if JSVM1 scalable MV coding is used for our proposed RRU based complexity scalable video coding scheme.  The same result can be inferred for other scalable coding methods when base layer bitrate requirement is relax and total bitrate coding efficiency is the major concern. Based on the results, we propose that
- Non-scalable MV coding scheme should be considered by JSVC. Though it is not strictly AVC compliant for the base layer of P and B slices, I slices are AVC compliant. This still achieves coarse scalability with lower frame rate. In addition, the only modification in base layer is MV downscaling, which can be implemented by simple 1 addition and 1 right shift. The additional complexity is quite trivial, comparing to additional MV coding in enhancement layer. .

- Our approach allows picture adaptive decision on non-scalable or scalable MV coding. So the optimal decision can be made based on application. For example, in general enhB% is higher than enhP%. We can use scalable MV coding for P frames but non-scalable MV coding for B frames.  An encoder can make the tradeoff of coding efficiency vs. backwards-compatible base layer frame rate by coding some P frames with scalable MV coding and some without.
Table 3 Comparison between JSVM1 scalable MV coding and our non-scalable MV coding for complexity scalable video coding scheme
	Sequence
	JSVM1 (scalable MV coding)
	THOMSON (non-scalable MV coding)
	diff_psnrY

(dB)

(Thomon-JSVM1)

	
	bitrate

(kbps)
	psnrY

(dB)
	psnrU

(dB)
	psnrV

(dB)
	bitrate

(kbps)
	psnrY

(dB)
	psnrU

(dB)
	psnrV
	

	Bus

(CIF)
	251.6608
	25.7905
	36.9927
	38.1918
	256.4144
	27.0090
	37.4943
	38.7512
	1.2185

	
	319.0272
	26.6251
	37.3904
	38.6639
	325.5968
	27.9637
	38.0478
	39.3376
	1.3386

	
	387.1376
	27.3376
	37.4280
	38.6962
	377.7616
	28.5789
	38.0890
	39.5219
	1.2413

	Football

(CIF)
	516.8469
	30.0143
	35.7587
	38.2903
	512.8292
	30.3673
	36.3180
	38.5834
	0.3530

	
	657.3868
	30.9130
	37.0242
	39.3620
	642.4006
	31.1505
	36.8247
	39.1201
	0.2375

	
	759.6609
	31.4374
	37.1543
	39.4777
	773.8726
	31.7330
	37.4946
	39.7004
	0.2956

	Foreman

(CIF)
	129.144
	29.6511
	37.2499
	37.9076
	129.2752
	31.3023
	38.1059
	39.1491
	1.6512

	
	161.3848
	30.5515
	37.7467
	38.5596
	162.9664
	32.2634
	38.6437
	39.7579
	1.7120

	
	189.7584
	31.3227
	38.1290
	39.0431
	190.2920
	32.6417
	38.8171
	39.8588
	1.3190

	Mobile

(CIF)
	192.0808
	21.1066
	29.5748
	28.9637
	190.3272
	25.8129
	30.8980
	30.1842
	4.7063

	
	214.2248
	21.7161
	29.5885
	28.9988
	217.1344
	26.2952
	31.4362
	30.7689
	4.5791

	
	263.6592
	22.7287
	30.2740
	29.7172
	261.2104
	26.9628
	31.8820
	31.2204
	4.2341

	City

(CIF)
	259.6992
	31.0780
	40.8565
	42.2153
	263.4712
	33.5143
	42.3580
	43.8553
	2.4363

	
	323.1728
	31.8453
	41.3273
	42.7103
	320.5560
	34.1309
	42.8768
	44.3329
	2.2857

	
	380.3664
	32.5975
	41.5565
	43.0150
	387.8128
	34.7015
	43.4823
	44.9260
	2.1040

	Crew

(CIF)
	380.9008
	33.2220
	37.7375
	36.3656
	387.6120
	33.6934
	38.2439
	36.8161
	0.4714

	
	460.4376
	33.7300
	38.1949
	36.8437
	438.8768
	34.1732
	38.3017
	36.8591
	0.4432

	
	513.6512
	34.1577
	38.2653
	36.9197
	500.8008
	34.6185
	38.7432
	37.3482
	0.4608

	Harbor

(CIF)
	387.4704
	27.9108
	39.0766
	40.8890
	377.3432
	28.8250
	40.0275
	41.7781
	0.9142

	
	444.5112
	28.4085
	39.3766
	41.2493
	455.1056
	29.4251
	40.3030
	41.9545
	1.0167

	
	502.2768
	28.8471
	39.4750
	41.3484
	509.0080
	29.7711
	40.6823
	42.3558
	0.9240

	Soccer

(CIF)
	383.2880
	32.5870
	40.4749
	42.1804
	387.5496
	33.1139
	40.6007
	42.4039
	0.5269

	
	441.0208
	33.0504
	40.5670
	42.2818
	447.5208
	33.6144
	40.9673
	42.6321
	0.5640

	
	505.7992
	33.4695
	40.9713
	42.6685
	505.4400
	34.0317
	41.2739
	42.8995
	0.5622

	City

(4CIF)
	790.9208
	31.0549
	41.2102
	43.2704
	771.6840
	33.0188
	41.7180
	43.8686
	1.9639

	
	899.7344
	31.8258
	40.6325
	42.6232
	904.4968
	33.3304
	41.9260
	44.0710
	1.5046

	
	1013.7704
	32.2269
	40.7294
	42.7733
	1016.2432
	33.4250
	41.9803
	44.1232
	1.1982

	Crew

(4CIF)
	1050.332
	34.4209
	39.0249
	38.7103
	1039.1344
	34.7006
	39.4790
	39.2352
	0.2797

	
	1321.9593
	35.0943
	39.4517
	39.2421
	1238.0072
	35.2384
	39.6120
	39.4071
	0.1441

	
	1572.7841
	35.5726
	39.8617
	39.7833
	1532.7160
	35.8146
	40.1562
	40.1726
	0.2420

	Harbor

(4CIF)
	1040.3776
	29.3334
	39.7561
	41.5226
	1000.1824
	29.8949
	40.1550
	41.9359
	0.5615

	
	1240.7081
	29.9397
	40.1282
	41.9763
	1284.0648
	30.7707
	40.6181
	42.5969
	0.8310

	
	1575.3377
	30.7677
	40.6557
	42.5743
	1535.4144
	31.3667
	40.8708
	42.8199
	0.5990

	Soccer

(4CIF)
	1071.9321
	33.3310
	41.2151
	42.8163
	1019.4480
	33.7306
	41.3830
	43.2120
	0.3996

	
	1244.1329
	33.8019
	41.6841
	43.3628
	1290.6136
	34.4969
	41.9204
	43.6985
	0.6950

	
	1554.9569
	34.4776
	42.0699
	43.7854
	1516.3384
	34.9635
	42.1748
	43.9634
	0.4859

	Average
	
	
	
	
	
	
	
	
	1.2361


Table 4 Percentage of enhancement layer bits using qpel ME
	   sequence
	bitrate(kbps)
	enhP/totP (%)
	enhB/totB(%)

	Bus

(CIF)
	251.6608
	28.85
	44.00

	
	319.0272
	26.03
	41.53

	
	387.1376
	23.31
	39.05

	Football

(CIF)
	516.8469
	12.33
	24.35

	
	657.3868
	10.81
	21.87

	
	759.6609
	9.87
	19.61

	Foreman

(CIF)
	129.144
	37.39
	59.23

	
	161.3848
	34.04
	56.71

	
	189.7584
	32.56
	51.87

	Mobile

(CIF)
	192.0808
	57.82
	31.46

	
	214.2248
	55.15
	33.97

	
	263.6592
	51.81
	34.55

	City

(CIF)
	259.6992
	41.70
	57.77

	
	323.1728
	38.26
	55.38

	
	380.3664
	36.11
	53.00

	Crew

(CIF)
	380.9008
	15.31
	31.58

	
	460.4376
	14.43
	29.31

	
	513.6512
	13.60
	27.74

	Harbor

(CIF)
	387.4704
	28.62
	46.02

	
	444.5112
	26.11
	44.12

	
	502.2768
	24.02
	42.12

	Soccer

(CIF)
	383.2880
	17.69
	29.44

	
	441.0208
	17.00
	28.17

	
	505.7992
	16.33
	26.19

	City

(4CIF)
	790.9208
	43.87
	57.42

	
	899.7344
	41.78
	56.32

	
	1013.7704
	39.43
	54.29

	Crew

(4CIF)
	1050.332
	16.93
	31.17

	
	1321.9593
	14.50
	28.42

	
	1572.7841
	13.82
	25.30

	Harbor

(4CIF)
	1040.3776
	26.24
	47.82

	
	1240.7081
	24.31
	43.59

	
	1575.3377
	20.34
	39.59

	Soccer

(4CIF)
	1071.9321
	19.85
	32.75

	
	1244.1329
	18.63
	30.16

	
	1554.9569
	17.10
	27.51

	Average
	
	26.83
	38.98
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	Submitting Organization or Person:

	Organization name
	Thomson Inc.
	

	Mailing address
	2 Independence Way, 
Princeton, NJ, 08540
	

	Country
	USA
	

	Contact person
	Peng Yin
	

	Telephone
	+1 609 987 7355
	

	Fax
	+1 609 987 7299
	

	Email
	peng.yin@thomson.net
	

	Place and date of submission
	Busan, Korean
April 16, 2005
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT-O052
	

	Title
	Technical description of the Thomson proposal for SVC CE6 - non-scalable motion vector coding
	

	Contribution number
	JVT-O052
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	Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	x
	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)
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Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
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