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Abstract
In this document, a video coding method with effective error-concealment functionality for Scalable Video Coding (SVC) is presented. The proposed method integrates error-concealment functionality into the video coding process with little computing complexity and simple modification. Experiments were performed on all the 9 test video sequences used for SVC. All the experimental results show that the presented method consistently gives 0.5-5 dB improvement over the conventional error-concealment methods applied to H.264/AVC in error-prone environments.
Error Resilience
for SVC base and enhanced layers

1. Introduction

Scalable Video Coding (SVC) as a promising way to implement effective video communication under different environments attracts significant attentions from experts all over the world. SVC addresses coding schemes for reliably delivery of video to diverse clients over heterogeneous networks using available system resources, particularly in scenarios where the downstream client capabilities, system resources, and network conditions are not known in advance. Those network environments may have varying bandwidths, different loss rates, and various best-effort or Quality of Service (QoS) capabilities.
SVC is currently being developed as an extension of the ITU-T Recommendation H.264|ISO/IEC International Standard ISO/IEC 14496-10 advanced video. Both high-compression efficiency and network adaptation have been the major goals of H.264/AVC standard. Without doubt, the video compression performance of the H.264/AVC typically provides a significant improvement over previous standards. However, the higher the coding efficiency, in theory, the weaker the codec will be in error-prone environment. That is also the exact reason that H.264/AVC took error-resilience into account in the standard [1].
In fact, H.264/AVC is the core codec algorithm for SVC, so weakness is also inherent in SVC base layer. When SVC applied, error resilience in base layer is especially important for reliable video communications, which determines the final communication quality. For the above reason, a lot of error resilient tools have been proposed, here only those methods that can be used in SVC are considered. Generally, these methods could be classified into three groups: feedback or retransmission based error-resilient methods which need the cooperation of encoder and decoder, error-resilient tools which are applied in encoder and error concealment algorithms which are implemented in decoder. All of them will be reviewed in Section II.
Commonly, error-resilient tools will be combined with error concealment algorithms to achieve better reconstruction quality. However, due to the codec algorithm, stat-of-the-art error concealment algorithms use larger unit than macroblock unit to conceal the lost video data. These conventional methods use spatio-temporally distant information for error concealment, which leads to the recovered frames can not be close enough to the original lost video data. For this reason, a video coding method for error concealment functionality comes to our minds, that is, data arrangement based video coding method.
In this document, the error-resilient method for SVC base and enhancement layers is presented, which aims at improving the reconstructed perceptual quality in error-prone environment. Experimental results show that the presented method achieves better performance compared with conventional error-concealment methods applied to H.264 in error-prone environment, while rarely increases the computation complexity. 

This document is structured as follows. A brief overview over error resilient techniques is presented in Section II. The proposed error resilient coding scheme is discussed in detail in Section III. Section IV provides experimental results for all the 9 standard test sequences based on the common test conditions, followed by concluding remarks in Section V.

2. Existing Error Resilient Tools
Various error resilient tools have been proposed to improve the communication quality when video data are transmitted in error-prone environments. As indicated below, many of those tools were present in previous video compression schemes or reference papers [2]

 REF _Ref100487094 \n \h 
 \* MERGEFORMAT [3] as well. Therefore, discussions on these tools needn’t to be introduced in much detail. Here only the overview over these methods is provided.

A. Error Resilient Approach

Error resilient approach here refers to those methods in which encoder plays a primary role. Those methods could be further divided into two sub-categories, namely, multi-priority video transmission and joint source and channel coding. Multi-priority video transmission is implemented by partitioning the compressed video data into different parts, after that transmitting these partitions according to their different importance. Joint source and channel coding includes quantizer and entropy coder design in the source coder and the design of error correction techniques and modulation schemes in the channel coder.  Such methods that are included in H.264 are listed below:

· Picture segmentation (slices/GOBs);

· Intra placement (refreshment of Intra MBs, intra slices, and intra pictures);

· Reference picture selection (with or without feedback, picture, GOB/slice, or MB-based methods);

· Data partitioning;

· Parameter sets (calling parameter sets an error-resilience tool is not entirely appropriate [2]);

· Flexible macroblock ordering (FMO);

· Redundant slices (RS).

All tools mentioned above could be studied in detail in [2]. However, all of the error resilient tools included in H.264 are frame, slice or MB based, the minimal unit is MB. Note that these methods are not mutually exclusive, or rather they could be used in a complementary way.

B. Error Concealment Approach

Error concealment is a kind of post-process technique implemented in decoder. It makes use of the correlation between a damaged macroblock and its adjacent macroblocks in the same frame and/or the previous frames to maximally recover the corrupt blocks. These methods could be discussed in four ways:

· Frequency-Domain concealment. As the low frequency coefficients in a damaged block are likely to be close to the corresponding coefficients in spatially adjacent blocks. The DC and the lowest five AC coefficients of a damaged block could be estimated from the top and bottom neighboring blocks, while the rest of the AC coefficients are set to zeros.

· Temporal-Domain concealment. In areas where images are almost still or moving in low speed, temporal concealment is adopted to recover the damaged blocks.

· Spatial-Domain concealment. The concealment is implemented by spatial interpolation. In this case, all the pixels in the current block need to be calculated, so it is the most complex method.

· Spatial-temporal concealment. This method combined with motion estimation (ME) and motion compensation (MC) could be used to conceal the moving areas. While it doesn’t work well when corrupted blocks are surrounded by intra blocks. For commonly, the motion vectors (MVs) above and/or below the corrupt blocks are used to predict the MVs of the current blocks. For this reason, some paper purposed MV for Intra blocks should also be coded for error concealment.
All the error concealment techniques used to recover the lost information are base on some a priori knowledge, which is primarily the temporal and spatial smoothness property. That gives us a clue that the natural correlation of the original video should be used as much as possible to achieve better concealed video quality. However, in the above error concealment methods, such unit which is larger than MB is used to conceal the lost video data. A lost macroblock may be replaced with its reference macroblock in case of inter predictive coding or with a macroblock obtained from neighbor macroblocks in case of intra coding. Or when a whole frame is lost, the previous frame can be replaced. These conventional methods use spatio-temporally distant information fro error-concealment, so that the results can not be close enough to the lost original video data.
C. Feedback or Retransmission Approach

Previous error resilient tools are implemented in either encoder or decoder, with little interaction between them. While better performance can be achieved by interactive error resilient tools, if a feedback channel is available. The use of the feedback channel enables the decoder to inform the encoder about successful or unsuccessful reception by sending positive (ACK) or negative (NACK) acknowledgment [4]. Then to prevent error propagation, the encoder may use multiple frame prediction or Intra MB. However, feedback channels may introduce additional delay and complexity and they are also affected by channel errors. Moreover, they may not be available in many scenarios such as video broadcasting, multicasting, or multipoint communications.

3. Arrangement Based Error Resilient Coding
Previous error resilient tools, when implemented with error concealment methods, suffer from the fact that they use spatio-temporally distant information to reconstruct the lost data. It is clearly that the reconstruction data can not be close enough to the lost original data. So, it is necessary to propose effective error resilient tools by which much nearer information can be used to reconstruct the lost video data. These demands inspired us with the idea that the reconstruction quality would be better if the lost pixel could be concealed by its neighbor pixels. That develops our method which integrates error-concealment functionality into video coding process by rearranging the pixels in residual MB before DCT. In this way, the error resilience could be achieved with just a simple modification and little computing complexity. That meets the 8th, 10th, 15th, 16th, and 19th requirements well for SVC listed in [6] (8th : robustness to different types of transmission errors; 10th : robustness under “best-effort” networks; 15th : low complexity codecs; 16th : end-to-end delay; 19th :system interface to support quality selection). In following sections, this scheme is discussed in detail.

A. Motivation

The basic idea behind our algorithm is to make the most of natural correlation between the neighbor pixels when error concealment is performed. As strong correlations of inter-pixel information exist in video data, the value of any given pixel can be reasonably predicted from its neighbor pixels. Naturally, dwindling the distance between the corrupted pixel and its neighbor pixels is the easiest and best way to reconstruct the lost pixels. 

B. Basic Principle

In block based video coding standards such as MPEG-1, 2, 4 and H.263, H.264, an input frame is divided into non-overlapped macroblocks. For reducing spatio-temporal redundancy which is intrinsic in video data, macroblocks could be coded as Intra MBs by spatial prediction or inter MBs by temporal prediction. When MBs are coded as Inter MB, a residual macroblock is obtained from the motion estimation process and the sub-blocks of the residual MB is transformed, quantized and entropy coded.
Previous standards such as MPEG-1, 2, 4 and H.263 made use of the 8×8 Discrete Cosine transform (DCT) as the basic transform. The “baseline” profile of H.264/AVC uses three transforms depending on the type of residual data that is to be coded: a transform for the 4×4 array of luma DC coefficients in intra macroblocks (predicted in 16×16 mode), a transform for the 2×2 array of chroma DC coefficients (in any macroblock) and a transform for all other 4×4 blocks in the residual data.

Transformed data within a macroblock are transmitted in the order shown in Fig. 1. Here Luma MB is illustrated as an example. Data partition is an effective way to protect important information by assigning different syntax elements to different partitions and transmitting them with different priorities [2]. When network congestion happened, packets with lower priority would be discarded in higher probability. Inspired by this idea, further partition method is proposed in this document. 
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Fig. 1 Scanning order of residual blocks within a macroblock.

C. Further Partition Suggestion

With previous error resilient tools, when compressed video packets were transmitted in error-prone environment and packet-loss occurred, all of the MB data, as have been pointed out, are correct or corrupt, because all of the MB data are transmitted in one packet. Therefore, further partition method is developed here. As motion information and DCT coefficients have already been mapped to different partitions in previous data partition method, the suggested partition method is to further partition the DCT coefficients which belong to one MB to different partitions, then send them in different packets. One partition algorithm is given in Eq. 1.
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Eq. 1
Where n is the packet number, 
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, and the second partition carries those DCT coefficients which belong to the remainder blocks. Fig. 2 illustrates two mapping methods, the left one corresponds to the algorithm given in Eq. 1.
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Fig. 2  Examples of mapping methods for further data partition.
In this way, when packet loss occurred, every MB would only suffer from partial loss, such as the gray one in Fig. 2. Images could still be reconstructed by the other blocks, for instance, the white one in Fig. 2. The maximum distance between the corrupt pixel and the correct pixel 
[image: image9.wmf]cc

D

 is shrunk to 4. Eq. 2 gives the definition of 
[image: image10.wmf]cc

D

. Clearly, the smaller the 
[image: image11.wmf]cc

D

, the easier the error concealment and the better the reconstruction quality. Obviously, for previous data partition, 
[image: image12.wmf]16

=

cc

D

.


[image: image13.wmf]}

,

max{

R

L

B

T

cc

d

d

d

d

D

+

+

=


Eq. 2
Where the meaning of 
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Fig. 3 Distance between the corrupt pixel and the corrept pixel.

D. Arrangement Based Error Resilient Coding

As mentioned before, the principal object of our method is to maximumly exploit the natural correlation of video data, hence the arrangement based error resilient coding algorithm. The proposed method integrates error-concealment functionality in the video coding process. A typical H.264/AVC encoder with the proposed coding algorithm is shown in Fig. 4.
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Fig. 4 H.264/AVC encoder realization with arrangement based error resilient tools.
In the above figure, the proposed algorithm is represented by the functional block —ARR— that does the rearrangement operations on pixels in residual MB, while in decoder, the inverse rearrangement is performed in 
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Eq. 3
Where 
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are the row number and the column number after the rearrangement, respectively. While 
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are the original row number and the original column number in the 8×8 residual block before the arrangement was taken.

The residual pixel distributions in the original 8×8 block before arrangement and the new one after arrangement are compared in Fig. 5.
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Fig. 5 Arrangement algorithm.
As shown in Fig. 5, the original residual block is shown as (a), after arrangement, the residual data are shown in (b). With the further partition method proposed in this document, different 4×4 blocks will fall into different data partitions. If error occurred, one of the four DCT coefficients would be lost. Suppose it is the gray block shown in Fig. 5. In the original condition, the 4×4 block have to be concealed in the decoder with 
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. While in the current case, the pixels in the lost 4×4 block don’t really belong to one 4×4 block. In fact, the arrangement disperses those corrupt pixels into different 4×4 blocks. Thus, the error concealment could be implemented with 
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. Furthermore, as shown in Fig. 6, every corrupt pixel would be surrounded by 8 correct pixels. Obviously, the concealment uses neighboring pixels in the original block so that error-concealed pixel values can be very close to the original pixel values attributed to the spatial correlation in image. Experimental results shown in next section also prove that the proposed method significantly improved the reconstructed video quality in error-prone environments.
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Fig. 6 Different error positions.
A pseudocode for the proposed error resilient coding algorithm is given in Fig. 7.


[image: image29.emf]·Read one frame from the original YUV file

·For each slice do:

         {

For each MB do:

{

        Motion estimation and mode decision;

        If (MB mode is Intra mode)

                             {

Code MB as with conventional coder;

                             }

                             Else

                             {

For each 8*8 block do:

{

         Motion-compensated prediction;

         Residual MB arrangement;

         Transformation, Quantization and Entropy Coding;

}

        }

        Write one MB data;

}

         }

·Deblock frame;

·Save reconstructed frame;


Fig. 7 Arrangement based error resilient coding algorithm.
Another distinct advantage of this method lies in fact that it prominently reduced the quality degradation arising from the error propagation. This exactly meets the graceful degradation requirement listed in [6]. As has been described, by previous error resilient tools, when packet lost, the whole MB will be lost, whereas in the proposed error resilient coding methods, only part of the blocks will be lost while those lost data could be better concealed. So, when these corrupt blocks were used as the prediction blocks in the following decoded frames, the proposed method naturally provides higher performance.

A pseudocode for the decoding algorithm based on the proposed error resilient scheme is given in Fig. 8.


[image: image30.emf]·Network layer packet loss detection.

·If (packet loss detected) do:

        {

                Get the position of the 4*4 block in its’ corresponding MBs;

                Set the corresponding 4*4 block residual error to “0”;

                Decode the erroneous frame;

                Error concealment;

         }

         else

         {

                decode as with conventional decoder;

         }

·Display one frame.


Fig. 8 Arrangement based error resilient decoding algorithm.
In the above algorithm, the inverse arrangement is included in the decoding process, which is the reverse arrangement of every 8×8 reconstruction residual block. The inverse arrangement algorithm is given by Eq. 4.
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Eq. 4
Where 
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respectively represent the row number and the column number of the decoded residual pixel data in every 8×8 block. While 
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 and 
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are the row number and the original column number of the pixels in the 8×8 residual block after the inverse arrangement was taken.

When error occurred, the damaged MBs could be efficiently concealed with any error concealment technique as described in Section II. In the following experiments two basic approaches are used: spatial and temporal. In the spatial interpolation, pixels of missing MBs are reconstructed using the neighboring spatial information whereas in the temporal interpolation, the lost pixels in the damaged MBs are reconstructed from those pixels that in the previous frame shifted by an estimated or exact motion vector (MV). In spatial interpolation, which is used for intracoded frames, the pixels of missing MBs are reconstructed as the median value of the corresponding pixels in eight surrounding blocks. For inter-coded frames, we use simple motion compensated temporal error concealment, in which the motion vectors of the damaged MBs is either correct received due to the application of data partition, or estimated by the median value of the motion vectors of the eight neighboring MBs.

E. Applications

The presented method could be applied to any block based video codec. Sure, it could be implemented to SVC base layer and enhancement layers. Due to its simplicity, low computation resources and little modification is required in the codec. In fact, when the arrangement based error resilient coding method applied, all we need to do is to insert 
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 module into the codec, as shown in Fig. 4.

In addition to those merits mentioned above, the proposed algorithm allows for some new specialties that are not possible with previous approaches to scalable video coding. As the residual data of every MB were arranged before transformation and data partition, one artful way for scalable video coding is only coding part of the transform coefficients in base layer (BL). Correspondingly, at the decoder, coded pixels were firstly decoded, then the left could be reconstructed by interpolation or concealment-like methods with decoded pixels. In ARR codec, if three fourths the transform coefficients were coded, every left pixel will be surrounded by 8 coded pixels with 
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. Furthermore, if narrower bandwidth given, half coefficients could be coded, then every left pixel would be surrounded by 4 coded pixels with 
[image: image39.wmf]1

=

cc

D

. This could be easily seen from Fig. 2. Fig. 9 shows the average bit usage of one frame.


[image: image40.emf]---------------------|----------------|----------------|

        Bit usage:     |     Intra         |       Inter      |

---------------------|----------------|----------------|

 Header                 |       32.00     |       32.12     |

 Mode                   |       40.00     |     488.31     |

 Motion Info         |           ./.       |     1942.97   |

 CBP Y/C             |     293.00     |     316.04     |

 Coeffs. Y             |  25465.00    |    4648.02    |

 Coeffs. C             |    2692.00    |    530.77      |

 Delta quant         |         9.00      |        5.38      |

 Stuffing Bits       |       5.00        |       5.27       |

---------------------|----------------|----------------|

 average bits/frame    28536.00       7968.87   |

---------------------|----------------|----------------|


Fig. 9 Bit usage (foreman QCIF QP=26)

The above figure indicates that Luma coefficients account for nearly two thirds the total bits. Dropping part of the transform coefficients undoubtedly deduces the total bits. However, with the presented method, only limitted quality degradation will be generated.

Similarly, another application of this method is its implementation on quality selection. When ARR codec is applied in SVC, for clients with different capabilities, system resources, and network conditions, quality selection could be easily performed by selecting corresponding block data.
4. Experimental results and analysis

To assess the performance of the arrangement based error resilient coding method, a H.264/AVC based codec that implements the proposed techniques was constructed as shown in Fig. 4. For differentiation, we call it ARR codec. Experiments were performed on 9 standard test sequences with AVC codec and ARR codec. The corresponding parameters are listed below:

· Format: QCIF(352×288) YUV4:2:0

· Frame rate: 15fps

· Period of I-Frame: only first frame

· Reference frames: 5 (Number of previous frames used for inter motion search)

· Sequence type: IPPP (QP: I 26, P 26)

· Entropy coding method: CABAC

· Search range restrictions: none

· RD-optimized mode decision: used
In the following experiments, data partition is used to put symbols of different types to different bit buffers. Moreover, DCT coefficients of four 4×4 blocks in every 8×8 block were further partitioned into 2 different data partitions. When packets were transmitted on error-prone networks, part of the packets will be lost randomly (further experiments should be made according to different error patterns [8]), here simple qualitative analyses were made to get the primary results. During the experiments, half of the DCT coefficients in every 8×8 block were supposed to be lost in random frames. In decoder, the spatio-temporal error concealment is used to conceal the error pixels. 

Experiment1: Soccer

	Error frames: 125th, 126th 
	Analysis frame: 127th

	Average PSNR(ARR vs. AVC): 35.55 vs. 34.36 dB
	Bit rate (kbit/s) @ 15.00 fps:192kbit/s

	Frame-by-frame PSNR Improvement : 1－3 dB


The first experiment is performed on Soccer sequence. Frame-by-frame PSNR comparison of the proposed and conventional methods are plotted in Fig. 10. Comparing the results, it can be observed that our presented error resilient coding method results in 1－3dB improvement over H.264/AVC codec with the same error concealment method. Further, it can be seen that when error occurred, the presented method effectively restrained the quality degradation of the following frames, or error propagation. Since the use of worse recovered MBs for concealment in the conventional H.264 Codec causes errors to spread. Also the dispersion of erroneous pixels makes the error invisible to human eyes.
Fig. 11 shows the visual comparison of the 127th frame of Soccer sequence (including error propagation). In this figure and the following experimental figures, (a) is the original frame, while (b) and (c) are the frames reconstructed by AVC and ARR codec, respectively. By comparing (b) and (c), it can be seen that the proposed method significantly decreased the block effect and the erroneous block number, which are visible in (b) but invisible in (c). As Fig. 11 shown, smaller distortion around the right leg of the left athlete and the goal could be perceived in (c), which is decoded by ARR codec. Similar results could be obtained from the following experiments.
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Fig. 10 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Soccer.
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(c)
Fig. 11 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment2: City

	Error frames: 9, 10
	Analysis: 30th

	Average PSNR(ARR vs. AVC):34.25 vs. 32.80 dB
	Bit rate (kbit/s) @ 15.00 fps: 96kbit/s

	Frame-by-frame PSNR Improvement: 0.5－3.5 dB
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Fig. 12 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; City.
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(c)
Fig. 13 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment3: Crew

	Error frames: 97, 98
	Analysis: 113rd

	Average PSNR(ARR vs. AVC):35.93 vs. 34.80 dB
	Bit rate (kbit/s) @ 15.00 fps: 192 kbit/s

	Frame-by-frame PSNR Improvement: 0.5－2.5 dB
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Fig. 14 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Crew.
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(c)
Fig. 15 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment4: Football

	Error frames: 17, 18
	Analysis:19th

	Average PSNR(ARR vs. AVC):35.28 vs. 32.95 dB
	Bit rate (kbit/s) @ 15.00 fps: 384 kbit/s

	Frame-by-frame PSNR Improvement: 1－5 dB
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Fig. 16 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Football.
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(c)
Fig. 17 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment5: Foreman

	Error frames: 76th, 77th
	Analysis: 77th 

	Average PSNR(ARR vs. AVC):35.67 vs. 33.11 dB
	Bit rate (kbit/s) @ 15.00 fps: 128kbit/s

	Frame-by-frame PSNR Improvement: 1－4 dB
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Fig. 18 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Foreman
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(c)
Fig. 19 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment6: Harbor

	Error frames: 59th , 60th 
	Analysis: 69th 

	Average PSNR(ARR vs. AVC): 33.10 vs. 32.59dB
	Bit rate (kbit/s) @ 15.00 fps: 256 kbit/s

	Frame-by-frame PSNR Improvement: 0.2－0.8 dB
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Fig. 20 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Harbor.
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(c)
Fig. 21 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment7: Ice

	Error frames: 9, 10
	Analysis: 12nd

	Average PSNR(ARR vs. AVC):37.80 vs. 36.95dB
	Bit rate (kbit/s) @ 15.00 fps: 128 kbit/s

	Frame-by-frame PSNR Improvement: 0.5－2.6 dB
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Fig. 22 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Ice.
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(c)
Fig. 23 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment8: Mobile

	Error frames: 99
	Analysis: 108th

	Average PSNR(ARR vs. AVC):32.11 vs. 31.03 dB
	Bit rate (kbit/s) @ 15.00 fps: 320 kbit/s

	Frame-by-frame PSNR Improvement: 0.5－3 dB
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Fig. 24 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Mobile.
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(c)
Fig. 25 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
Experiment9: Bus

	Error Position(Frame Number): 9, 10
	Analysis: 12th

	Average PSNR(ARR vs. AVC):32.13 vs. 31.46 dB
	Bit rate (kbit/s) @ 15.00 fps: 256 kbit/s

	Frame-by-frame PSNR Improvement: 0.5－1.5 dB
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Fig. 26 Frame-by-frame performance comparison of ARR and AVC Codec with error concealment for corrupt blocks; Bus.
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(c)
Fig. 27 Reconstructed frame comparison of ARR and AVC Codec.

(a) Original frame. (b) AVC. (c) ARR.
From these experiment results, it is apparent that the presented method consistently gives distinct improvement over the conventional H.264/AVC codec in both subjective and objective quality. This can be attributed to the fact that the arrangement in our method disperses the erroneous pixels, make them nearly invisible to our human eyes. On the other side, the proposed method maximally exploits the natural correlation of the original image, which makes the corrupt blocks be better concealed. Furthermore, it should be noted that besides evidently restricting the error propagation, our method only needs to add 
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 function blocks to the video codec. Thus it achieves significant improvement under error-prone environments without any obvious increasing in computation complexity.
5. Conclusion

In this document, a video coding method with effective error-concealment functionality is presented. Conventional error concealment methods use larger unit than a macroblock unit to conceal a lost video data. A lost macroblock may be replaced with its reference macroblock in case of inter predictive coding or with a macroblock obtained from neighbor macroblocks in case of intra coding. Or when a whole frame is lost, the previous frame can be replaced. However, these conventional methods use spatio-temporally distant information for error-concealment, so that the results can not be close enough to the lost original video data. 

The proposed method in this paper integrates error-concealment functionality in the video coding process. The method is applied to H.264 video coding with just a simple modification with little computing complexity. In the encoding process, the pixels in a residual macroblock from the motion estimation process are rearranged before the DCT transform process of sub-blocks. The rearrange process takes a residual macroblock as input. The macroblock is divided into 8x8 blocks. In a 8x8 block, the position (ro, co ) of a pixel is changed to (ra, ca) as the following formula: 

ra = (ro mod 2) x 4 + (ro /2) ; ca = (co mod 2) x 4 + (co /2).

In decoding, the inverse rearrangement process is applied after DCT transform. With the presented method, for a 8x8 block when some 4x4 sub-blocks lost, it can be error-concealed from other normal 4x4 sub-blocks. The concealment uses neighboring pixels in the original block so that error-concealed pixel values can be very close to the original pixel values attributed to the spatial correlation in image. 

The experiment was done on all the 9 test video sequences used for H.264 standardization with various QP values. Some random packet loss is induced to the coded packet streams. The experimental results show that the presented method achieves better PSNR at the same bit rate for every test sequence compared with conventional error-concealment methods applied to H.264. 
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Network layer packet loss detection.
If (packet loss detected) do:
        {
                Get the position of the 4*4 block in its’ corresponding 	MBs;
                Set the corresponding 4*4 block residual error to “0”;
                Decode the erroneous frame;
                Error concealment;
         }
         else
         {
                decode as with conventional decoder;
         }
Display one frame.
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 ---------------------|----------------|----------------|
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 Mode                   |       40.00     |     488.31     |
 Motion Info         |           ./.       |     1942.97   |
 CBP Y/C             |     293.00     |     316.04     |
 Coeffs. Y             |  25465.00    |    4648.02    |
 Coeffs. C             |    2692.00    |    530.77      |
 Delta quant         |         9.00      |        5.38      |
 Stuffing Bits       |       5.00        |       5.27       |
 ---------------------|----------------|----------------|
 average bits/frame    28536.00       7968.87   |
 ---------------------|----------------|----------------|
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Read one frame from the original YUV file
For each slice do:
         {
	For each MB do:
	{
	        Motion estimation and mode decision;
	        If (MB mode is Intra mode)
                             {
		Code MB as with conventional coder;
                             }
                             Else
                             {
		For each 8*8 block do:
		{
		         Motion-compensated prediction;
		         Residual MB arrangement;
		         Transformation, Quantization and Entropy Coding;
		}
	        }
	        Write one MB data;
	}
         }
Deblock frame;
Save reconstructed frame;
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