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1. Introduction

This document proposes a new functionality to SVC, which is the support of multiple ROI's. SVC is targeted at the flexible extraction of some bitstream from the original SVC bitstream. Region of interest (ROI) is an area that is semantically important to a particular user. It is expected that a bitstream that contains the ROI can be extracted without any transcoding operations. In many cases, the user may want to see more than one ROI's at the same time. The existence of multiple ROIs results in some difficulties in extracting the bitstream containing more than one ROIs. In this contribution, we present solutions to address these difficulties.

2. Scenarios
Some typical scenarios are as follows. Suppose we have a surveillance video. If the whole video is downscaled to fit on a PDA (Fig. 1a), the user may not see some details, for example a rifle in a window. In Fig. 1b, the user selects to see two important locations simultaneously, namely a front door and a window which is zoomed in. In Fig. 1c, the user simultaneously see the whole scene (which is zoomed out) together with some windows (which are zoomed in). In Fig. 1d, there are two policemen using two different devices; each person selects one ROI. In this case, from the original stream containing the two ROIs, we can extract two sub-streams each contains one ROI.

From the scenarios, we note that there are two important issues with multiple ROIs:

· The user may want to see the ROIs at different spatial resolutions. 

· Two ROIs may have an overlapped area, which is a redundancy to be considered in coding efficiency.
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(a) Downscaled video without specific ROIs 
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(b) Two ROIs with different resolutions, front door ROI of CIF resolution. and window ROI of 4CIF resolution.
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(c) Two ROIs with different resolutions and with overlapped region, the whole-picture ROI of CIF resolution and the windows ROI of 4CIF resolution.
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(d) One stream containing two ROIs to support two different users. The two ROIs have different resolutions and an overlapped region; the ROI in PDA has CIF resolution and the ROI in mobile phone has QCIF resolution.

Fig. 1: Examples of viewing using ROIs
3. Key features of the proposition

Based on the scenario's characteristics presented above, we propose some modifications to SVC to effectively support the functionality of multiple ROI's. 

· To support different spatial resolutions for different ROIs, we introduce the concept of virtual parts in layers. 

· To support the coding-efficiency for overlapped areas, we propose some modification to encoding/decoding processes
The above concepts can be illustrated by the example in Fig. 2. In this example, originally the video is displayed at 4CIF size. But a user, who is staying on a bus and using a wireless PDA, may request "I only want to see ROI 1 at one fourth size and ROI 2 at half size". In this case, there is one overlapped region (denoted as OR) between the two ROIs. We denote (ROI_x - OR) as the part of ROI_x subtracted by OR.

Then, for this request, the provider may initially encode ROI 1 at QCIF layer and ROI 2 at both QCIF and CIF layers. He may add one more layer, which is 4CIF, to display the video at a high-end device. Our focus here is the above user and the bitstream containing the CIF and QCIF layers.
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Fig. 2: Illustration of providing ROIs with different resolutions and overlapped region

Specifically, at the QCIF layer, (ROI_1 - OR), (ROI_2 - OR), and the OR are encoded as three separate regions. These regions are distinguished by a set of metadata. At the CIF layer, only (ROI_2 - OR) and OR are enhanced. However, to allow this stream to be used as a lower layer for further enhancement, we put a "virtual part" for (ROI_1 - OR). This area has no video data, but some metadata to inform the higher layer that the video data in this area can be upscaled from its lower layer (in this example the QCIF layer).

Then the two sub-bitstreams for the two ROIs can be extracted and displayed simultaneously on the user's device (they can be displayed side by side, "overlappedly", or in two separate windows, etc.).

4. Encoding/coding process

We assume that ROIs and ORs have already been given. To describe the ROIs and ORs, we follow the idea of the slide group with foreground-and-background map of AVC [2]. A brief description of foreground and background map is given in Annex 1.

In the following, we present the inter-layer coding in the context of multiple ROI's, specifically handling the virtual parts in layers and overlapped areas. 
ROIs are partitioned into independently decodable regions. Especially, overlapped regions between ROIs are carefully considered to enhance coding efficiency. If the overlapped regions between ROIs are not considered, it would be encoded redundantly. To avoid the redundant encoding, the overlapped regions are considered as independently decodable regions. To encode the regions, we exploit a regional coding tool, such as the slice group in MPEG-4 AVC. Moreover, as mentioned in Section 3, we introduce virtual part that is virtually reconstructed information from the lower layer region when a matched region does not exist in the current layer. By introducing the virtual part, the inter-layer coding between the n-th layer and n+k th layer where k> 1 is possible without any modifications of the current SVC scheme. We assume that only dyadic case for spatial scalability is considered. The parameters (in bold letters) in this section are defined in section 5 of modified syntax.
4.1 Encoding process
· Overall encoding procedure

· Step 1:
· First, ROIs and overlapped regions are partitioned into the regions that is independently decodable. After partitioning, the regions are layered according to their spatial resolutions. When OR exists beteen two ROIs which are in the same layer, a slice group for the OR is defined in the same layer. If OR exists between ROI A in layer n and ROI B in layer n+k, slice group for the OR is defined in layer n. Each region has its own region id for the identification. The region id for each slice group is saved in the map_ slice_group_to_region_idx array. 
· Step 2:
· Encoding is performed from lower layer to higher layer. And each partitioned region is treated as a slice group in the layer. The macroblock to slice group map type is foreground and background (type 2) and the slice group id of OR should be smaller than that of the region complementary to the OR. 
· While encoding a slice group that is matched to a region, it needs to restrict motion estimation in order to decode the slice group without the other slice groups in the same layer. And regions in the low layer that have not matched region in the current encoding layer but have ones in the upper layers are reconstructed into virtual part which will be used in the upper layer in inter-layer encoding. When background is not coded, use_left_over_slice_group_flag is set to zero. If background is coded, use_left_over_slice_group_flag should be set to one.
· Constructing virtual part

· The information used in the inter-layer coding includes coding mode of macroblock, motion vector, residual texture, and texture (image). If macroblock in the upper layer does not have matched macroblock in the current layer, but it has matched macroblock in the lower layer, it is possible to use the (upsampled) information of the macroblock of the lower layer in inter-layer coding. For virtual part, use_as_virtual_part_flag is set for the slice group, but there is no video data for the slice group. Upsampling motion and textural information and assigning macroblock information follow the inter-layer coding scheme of SVM3.0.
· Macroblock encoding

· The basic macroblock encoding scheme follows SVM3.0.

· Inter prediction coding (motion compensated coding) should be changed in the encoding scheme so that motion vector would not reference the macroblock out of the slice group.

· Inter-layer prediction 

· When performing inter-layer coding scheme, it needs to check whether there exists matched region in the lower layer. If it is the case, the region is used in inter-layer coding. If it is not the case, inter-layer coding scheme is not applied. 

· If there exists virtual part in the lower layer matched to current macroblock, inter-layer coding scheme is performed using the prediction from virtual part.
4.2 Decoding process

· Overall decoding procedure

· Step 1:
· Decoding is performed from lower layer to higher layer. When an ROI is selected by user, it needs to find slice groups that are necessary to decode the selected ROI. The array “dependent _region_idx” contains the regions that require current slice groups to decode ROI. 
· Step 2:
· In each layer, selected slice groups are decoded.

· If use_left_over_slice_group_flag is set to zero(unsetted), the last slice group of the layer that represents background region is not decoded. 
· If use_as_virtual_part_flag is set in the corresponding slice group, virtual part reconstruction process is performed instead of slice group decoding.

· Macroblock decoding
· The basic macroblock decoding scheme follows SVM3.0. Regardless whether the region in lower layer is virtual or actually coded.
5. Changes in syntax and semantics

In this part, we propose some parameters that follow the functionality of slice group (map type 2) to handle the ROIs
Sequence parameter set RBSP syntax

	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
Level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  100  | |  profile_idc  = =  110  | |


 profile_idc  = =  122  | |  profile_idc  = =  144  | |


 profile_idc  = =  83 ) ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

if( chroma_format_idc  = =  3 )
	
	

	


residual_colour_transform_flag
	0
	u(1)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

qpprime_y_zero_transform_bypass_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag )
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	multiple_roi_present_flag
	0
	u(1)

	if(multiple_roi_present_flag)
	
	

	num_roi
	0
	u(v)

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	

	}
	
	


Picture parameter set RBSP syntax
	pic_parameter_set_rbsp( ) {
	C
	Descriptor

	
pic_parameter_set_id
	1
	ue(v)

	
seq_parameter_set_id
	1
	ue(v)

	
entropy_coding_mode_flag
	1
	u(1)

	
pic_order_present_flag
	1
	u(1)

	
num_slice_groups_minus1
	1
	ue(v)

	
if( num_slice_groups_minus1 > 0 ) {
	
	

	

for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {
	
	

	


top_left[ iGroup ]
	1
	ue(v)

	


bottom_right[ iGroup ]
	1
	ue(v)

	

}
	
	

	
}
	
	

	
num_ref_idx_l0_active_minus1
	1
	ue(v)

	
num_ref_idx_l1_active_minus1
	1
	ue(v)

	
weighted_pred_flag
	1
	u(1)

	
weighted_bipred_idc
	1
	u(2)

	
pic_init_qp_minus26  /* relative to 26 */
	1
	se(v)

	
pic_init_qs_minus26  /* relative to 26 */
	1
	se(v)

	
chroma_qp_index_offset
	1
	se(v)

	
deblocking_filter_control_present_flag
	1
	u(1)

	
constrained_intra_pred_flag
	1
	u(1)

	redundant_pic_cnt_present_flag
	1
	u(1)

	
if(multiple_roi_present_flag){
	
	

	use_left_over_slice_group_flag
	1
	u(1)

	if(use_left_over_slice_group_flag)
	
	

	   num_real_slice_group_minus1 = num_slice_groups_minus1
	
	

	else
	
	

	  num_real_slice_group_minus1 = num_slice_groups_minus1 -1
	
	

	for(i=0; i< = num_real_slice_group_minus1; i++){
	
	

	map_ slice_group_to_region_idx[i]
	1
	u(v)

	use_as_virtual_part_flag[i]
	1
	u(1)

	num_dependent_region
	1
	u(v)

	for(iDepSlice=0; iDepSlice  <  num_dependent_region; iDepSlice ++){
	
	

	    dependent_region_idx[iDepSlice]
	1
	u(v)

	}
	
	

	}
	
	

	  }
	
	

	rbsp_trailing_bits( )
	1
	

	}
	
	


Semantics of additional elements:

· num_slice_groups_minus1 : number of slice group
· top_left[ i] : address of top-left positioned macroblock of the i-th slice
· bottom_right[ i] : address of bottom-right positioned macroblock of the i-th slice
· multiple_roi_present_flag: indicates whether there exists multiple ROIs
· num_roi : indicates the number of ROI
· use_left_over_slice_group_flag: indicates whether background slice is null slice or not (Null slice). When this flag is not set, background is not encoded. Therefore, the slice correspond to background is not exist, and decoder should not try decoding this slice.
· num_real_slice_group_minus1: If use_left_over_slice_group_flag is set, num_real_slice_group_minus1 is equal to num_ slice_group_minus1. Otherwise it is equal to num_real_slice_group_minus1 -1.
· map_ slice_group_to_region_idx[i]: maps slice_id to region index 

· use_as_virtual_part_flag [i]: indicates the slice group is virtual part.

· num_dependent_region: indicates the number of regions which the current slice group belongs to. 
· dependent _region_idx[iDepSlice]: indicates the dependent region index. The dependent regions require the current slice group to decode them fully. Every region including virtual part, OR, and ROI that requires this slice group to decode themselves should be included.
6. Conclusions

In this contribution, we addressed the extraction of multiple ROIs from a SVC bitstream. In this problem, two main difficulties are that 1) ROIs may have different resolutions and 2) there may be some overlapped regions between ROIs. To solve these, we proposed some modifications in the syntax and in encoding/decoding processes of SVC. Especially, we follow the concept of slice group of MPEG-4 AVC in describing the independent regions. We recommend that a new CE be created to validate the proposed tool.
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Annex 1: Foreground and back ground map of slice groups
A slice group consists of one or more slices, where the macroblocks of one slice are coded in raster order. The allocation of macroblocks into group is determined by some types of macroblock to slice group map. Here we focus on the foreground and background map. An example of slice groups using this map type is shown in Fig. 3. 

We see that each slice group can be used to represent one region, either a (ROI_x - OR) or one OR. Specifically compared to Fig. 2, slice group 1 can represent (ROI_1 - OR), slice group 2 represents (ROI_2 - OR), and slice group 0 represents OR. 
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Fig. 3: Example of slice groups corresponding to the ROIs in Fig. 2.
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