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1. Introduction

The MCTF operation in SVC requires a decoder to store decoded residuals of a high pass picture in a frame buffer for the inverse update operation.  These decoded residuals are also used for the reconstruction of the pictures after the inverse prediction operation.

2. Problems

To store the decoded residuals (inter macroblocks) of a high-pass picture, a decoder will require a memory size of more than one frame size due to reason that the dynamic range of the residuals are more than 8 bits.  For some memory types, this will require 2 bytes of memory space to store each sample and thus 3 bytes for each pixel (4:2:0).

To simplify the motion interpolation step of the inverse update operation, a decoder will probably store the intra coded macroblocks of the high pass picture in a separate frame memory.  The reason for performing such a step is because intra macroblocks are set to zero values during the inverse update operation. Thus if they are stored in the same location as inter macroblock residuals, special operation are needed to be performed to mask the intra macroblocks to zero values during the motion compensated update process.
Therefore to efficiently store a high pass picture, some decoders are required to allocate a memory space of three pictures in worst case (Two for a residual picture and one for reconstructed intra samples).

3. A Simple Solution

We propose a simple solution to reduce this memory requirement for high pass pictures.  The inverse update operation is currently defined as 
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where h is motion-compensated residuals from a high pass picture.

We propose to move the ½ operation to an earlier stage of the decoding process to reduce the memory requirement to store the residuals.  Thus h will become motion compensated 8 bits residuals instead.

Therefore a decoded high pass picture will be stored into two picture memory spaces (one residual picture memory and one reconstructed picture memory).

For every decoded “residuals” of a high pass picture, only the first 8 bits of the decoded residual are stored in a residual picture memory for inverse update operation.  The last bit of the decoded residual is stored in a reconstructed frame memory together with the intra macroblocks of the high pass picture. 
For every decoded and reconstructed intra macroblocks of a high pass picture (assuming constrained_intra_pred_flag is set to 1), the reconstructed intra macroblock are stored in the reconstructed frame memory and the same locations in the residual picture memory are set to zero values.
4. Unification of Fractional Sample Interpolation Process (informative)
The same process (including the clip1 operations) defined 8.4.2.2 of MPEG AVC can be used for both motion compensated update and prediction process.  Before storing the signed 8 bits residuals in the residual picture memory, the residuals can be converted to unsigned 8 bits residuals by adding a value of 128 to each samples.  By doing such an operation, a common fractional sample interpolation process can be used for both update and prediction operation.  The residual picture will be treated like an unsigned 8 bits reference picture similar to a reconstructed picture.

Thus if the residual picture is an unsigned 8 bits reference picture, the update operation will become:

“

· Each sample S'L[ x, y] with x = xP..xP + 15 and y = yP..yP + 15 is modified by

S'L[ x, y] = Clip1Y( S'L[ x, y] –  ( updMbWL[ x – xP, y – yP ] )>>1 + 128 )

And the prediction operation will become

· Each sample S'L[ x, y] with x = xL..( xL + predWidth – 1 ) and y = yL..( yL + predHeight – 1 ) is modified by

S'L[ x, y] = Clip1Y( S'L[ x, y]  +( R'L[ x, y]<<1) – 256 +  predPartL[ x – xL, y – yL ] )


Where S'L[ x, y] are samples from reconstructed picture and R'L[ x, y] are samples from residual picture.

5. Suggested Changes to SVC WD 1.0

1) A clipping operation is needed for the decoded residuals.  Currently AVC only defines clipping on the reconstructed samples but not on the decoded residuals.

In 8.5.8 of MPEG-4 AVC

“

The bitstream shall not contain data that results in any element hij of h with i, j = 0..3 that exceeds the range of integer values from –215 to 215–33, inclusive.

After performing both the one-dimensional horizontal and the one-dimensional vertical inverse transforms to produce an array of transformed samples, the final constructed residual sample values shall be derived asb
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   with   i, j = 0..3
“

This means that the decoded residuals can have legal values that are 10 bits.  Thus additional clipping operation is needed to restrict the residuals to 9 bits in SVC.



 r’ij  = Clip3 (-256, 255, rij )  with 
i,j = 0..3
2) Changes to last section of S.8.8.1 to remove the right shift.

· The picture updPic, which is stored in the decoded picture buffer, is modified as follows.

· Let S'L[ x, y], S'Cb[ x, y], and S'Cr[ x, y] represent the luma and chroma samples arrays of the picture updPic.

· The inverse macroblock scanning process in subclause S.6.4.1 is invoked with mbAddr as input and the output is assigned to the luma location ( xP, yP ).

· When chroma_format_idc is not equal to 0, a chroma location ( xC, yC ) is derived by

xC = xP / SubWidthC
yC = yP / SubHeightC

· Each sample S'L[ x, y] with x = xP..xP + 15 and y = yP..yP + 15 is modified by

S'L[ x, y] = Clip1Y( S'L[ x, y] – ( updMbWL[ x – xP, y – yP ] >> 1 ) )

· When chroma_format_idc is not equal to 0, each sample S'C[ x, y] (with C being Cb or Cr) with x = xC..xC + MbWidthC – 1 and y = yC..yC + MbHeightC – 1 is modified by

S'C[ x, y] = Clip1Y( S'C[ x, y] – ( updMbWC[ x – xP, y – yP ] >> 1 ) )

3) Residual picture definition

residual picture: a picture composed of first 8 bits of the residual and/or decoded samples or data elements.
4) Changes to last section of S8.8.2 (Motion-compensated prediction process)

· Each sample S'L[ x, y] with x = xL..( xL + predWidth – 1 ) and y = yL..( yL + predHeight – 1 ) is modified by

S'L[ x, y] = Clip1Y( S'L[ x, y] + ( R'L[ x, y]<<1) + predPartL[ x – xL, y – yL ] )

· When chroma_format_idc is not equal to 0, each sample S'C[ x, y] (with C being Cb or Cr) with x = xC..( xC + predWidthC – 1 ) and y = yC..( yC + predHeightC – 1 ) is modified by

S'C[ x, y] = Clip1Y( S'C[ x, y] +( R'L[ x, y]<<1) + predPartC[ x – xC, y – yC ] )
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