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1. Introduction

The MCTF (Motion Compensated Temporal Filtering) structure in the SVC is not fixed. It can switch dynamically between the Haar filter and the 5/3 transform filter. Multiple reference frames can also be used in the MCTF prediction and update steps. Certain prediction and update steps across the partition boundaries are also removed for low delay operation. Hence, it is not straightforward when the inverse MCTF process shall be invoked during the decoding process.

2. Problems

In the current SVC WD 1.0 [1], it is not clear when the inverse MCTF process shall be invoked in the decoding process. In the JSVM software, it is always done when the first picture of a new GOP (signaled by gop_id) is received.

The problem with this is that it will cause a significant time delay for the inverse MCTF process of the whole GOP to be completed and output the reconstructed pictures due to the limited complexity of the video decoder. This time delay can be reduced in some decoder implementations but at the cost of increasing decoder’s complexity and indirectly increases the implementation cost of the decoder.

The second problem is that the periodic complexity peaks experienced at the end of a GOP to perform inverse MCTF process is also difficult to handle for hardware implementation of decoder.

Another problem is that all pictures in a GOP have to be buffered until inverse MCTF process is invoked. This may require large amount of memory considering the case for implementation on hardware.

Another problem with the inverse MCTF process invoked at the end of a GOP is that it does not allow for low delay mode operation because the delay is at least 1 GOP, despite partitioning a GOP into sub-groups and removing inter-partition backward prediction steps and update steps.
3. Proposed Solution

In this contribution, we proposed a solution on the invocation of the inverse MCTF process to solve the above-mentioned complexity, delay and memory problems. In this solution, the inverse MCTF process is defined such that the inverse update steps and inverse prediction steps are distributed across all pictures of a partition (GOP or sub-group of pictures within a GOP), as soon as the step can be performed.

This reduces decoder’s complexity by spreading the periodic complexity peaks over time and indirectly reduces cost for implementation of decoders. By performing the inverse update steps and inverse prediction steps as soon as they are possible, this solution reduces the time delay. Hence, it can be used for low-delay mode operation. Once the pictures are reconstructed, the intermediate memory used for its buffering can be cleared and used to buffer other pictures. This can reduce memory requirement. It requires no addition of new syntax element and does not affect the coding efficiency.

In the following subsections, our proposed solution describes when to invoke the inverse MCTF process, how to determine when is the earliest time an inverse update step or inverse prediction step is ready to be performed and what to do during the inverse MCTF process.

3.1 When to invoke the inverse MCTF process

After a decoder decodes all slices of the current picture, pic, from the bitstream, the current bitstream-decoded picture pic is stored in the decoded picture buffer and the decoder invokes the inverse MCTF process. (Note: A bitstream-decoded picture refers to a picture decoded from the video stream but before it undergoes the inverse MCTF process. A bitstream-decoded picture can be a natural picture for a low-pass signal or a residual picture for a high-pass signal.)
3.2 How to determine when an inverse update step or inverse prediction step can be performed

For each picture pic, a set of variables is defined, initialized, used and updated for the proposed solution. Table 1 below shows the variables and their definition:
Table 1: A set of variables for each picture pic
	Variable
	Definition/Purpose

	curTemporalLevelpic
	· Specifies the current temporal level of picture pic in the MCTF structure, as illustrated in Figure 1.

· Initialized based on TemporalLevel derived from syntax element decodability_dependency_information.

· Increment by 1 after every inverse update step or inverse prediction step.

· If a reference picture (L picture) of a residual picture (H picture) have same value of curTemporalLevel as H picture, the L picture needs to be inverse updated before being used by H picture as reference picture for inverse prediction.

	maxActivePrdL0pic
maxActivePrdL1pic
	· Specify the total number of pictures in reference picture lists (RefPicList0 and RefPictList1) of pic required for the inverse prediction step of pic, if pic is a residual picture.

· Set equal to 1 plus the maximum value of the syntax element num_ref_idx_lX_active_minus1 of all slices inside the picture pic, if pic is a residual picture. Set to 0, if otherwise.

	curActivePrdL0pic
curActivePrdL1pic
	· Specify the current number of available pictures in reference picture lists (RefPicList0 and RefPictList1) of pic, if pic is a residual picture.
· Initialized to 0.
· Available picture refers to a reference picture that has been inverse updated and ready to be used as reference picture for the inverse prediction of residual picture pic.
· A reference picture refPic is determined to be available if curTemporalLevelrefPic is equal to 1+curTemporalLevelpic of residual picture pic.
· Increment by 1 when a reference picture is determined to be available.
· When curActivePrdL0pic = maxActivePrdL0pic and curActivePrdL1pic = maxActivePrdL1pic, all pictures in reference picture lists of pic are available and pic is ready for inverse prediction.

	maxActiveUpdL0pic[]

maxActiveUpdL1pic[]
	· 2 arrays to specify the total number of pictures in update picture lists (updPicList0 and updPicList1) of pic required for the inverse update steps of pic at different temporal levels, updLevel.
· Set equal to the maximum value of the syntax element num_ref_idx_update_lX_active[updLevel] of all slices inside the picture pic.

	curActiveUpdL0pic[]

curActiveUpdL1pic[]
	· 2 arrays to specify the current number of available pictures in update picture lists (updPicList0 and updPicList1) of pic at different temporal levels, updLevel.
· Initialized to 0.
· Available picture refers to a residual picture that has been bitstream-decoded and ready to be used as update reference picture for the inverse update of a picture pic.
· After a residual picture pic is bitstream-decoded, it is determined to be available for updPicListYrefPic of reference picture refPic in RefPictListXpicof pic, where X = (0, 1) and Y = 1-X.
· curActiveUpdLYrefPic[curTemporalLevelrefPic] is incremented by 1 when an update reference picture is determined to be available.
· When curActiveUpdL0pic[updLevel] = maxActiveUpdL0pic[updLevel] and curActiveUpdL1pic[updLevel] = maxActiveUpdL1pic[updLevel], all pictures in update picture lists of pic are available and pic is ready for inverse update at temporal level updLevel.
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Figure 1: Example of a MCTF structure and definition of temporal level
3.3 What to do during the inverse MCTF process
Depending on whether the bitstream-decoded picture is a low-pass natural signal (L picture) or high-pass residual picture (H picture), the decoder will perform the inverse MCTF process as shown in Figure 2 below.
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Figure 2: What to do for the inverse MCTF process
4. Proposed Modification to SVC WD 1.0

Below is the proposed modification to the specification in the SVC WD 1.0 [1] for this solution:
S.8 Decoding process

Add the following in subclause S.8 in SVC WD 1.0 [1]:
After all slices of the current picture, pic, have been decoded from the bitstream, the current bitstream-decoded picture pic is stored in the decoded picture buffer and the inverse motion compensated temporal filtering process in subclause S.8.8 “Inverse motion-compensated filtering process” is invoked with decoded picture buffer and pic as inputs.

S.8.8 Inverse motion-compensated filtering process

Replace subclause S.8.8 in SVC WD 1.0 [1] with the following:

For this process, only pictures with a variable DependencyId that is equal to the value of the variable DependencyId of the current picture are considered.

Inputs to this process are pictures of the decoded picture buffer and the current bitstream-decoded picture pic.

Outputs of this process are modified pictures of the decoded picture buffer.

Let curTemporalLevelpic, maxActivePrdL0pic, maxActivePrdL1pic, curActivePrdL0pic, curActivePrdL1pic, maxActiveUpdL0pic[], maxActiveUpdL1pic[], curActiveUpdL0pic[], and curActiveUpdL1pic[] be a set of variables of picture pic. Every picture pic in the decoded picture buffer will have this set of variables.
1.  For the current bitstream-decoded picture pic that is input to this process, the following initialization applies:

· The variable curTemporalLevelpic is set equal to TemporalLevelpic.

· The variables maxActivePrdLXpic and curActivePrdLXpic (with X being 0 or 1) are set equal to 0. If picture pic is marked as “residual picture”, maxActivePrdLXpic (with X being 0 or 1) is set equal to 1 plus the maximum value of the syntax element num_ref_idx_lX_active_minus1 of all slices inside the picture pic.

· Let maxActiveUpdLXpic[] and curActiveUpdLXpic[] (with X being 0 or 1) be 1-dimensional array of scalar values with dimension decomposition_stages. All entries of maxActiveUpdLXpic[] and curActiveUpdLXpic[] (with X being 0 or 1) are initially set to zero. For updLevel in the range from TemporalLevel to decomposition_stages-1, maxActiveUpdLXpic[updLevel] (with X being 0 or 1) is set equal to the maximum value of the syntax element num_ref_idx_update_lX_active[updLevel ] of all slices inside the picture pic.

2.  If picture pic is marked as “residual picture”,

· The “check for inverse prediction process” in subclause S.8.8.3 is invoked with pic and NULL as inputs

Otherwise (i.e. picture pic is not marked as “residual picture”),

· The “check for inverse update process” in subclause S.8.8.4 is invoked with pic and NULL as inputs

Add the following subclauses S.8.8.3 and S.8.8.4 in SVC WD 1.0 [1]:

S.8.8.3 Check for inverse prediction process

Inputs to this process are

· A picture prdPic that is to be checked in this process if it can be inverse predicted.
· A picture updPic that is inverse updated prior to invoking this process. If updPic is NULL, it indicates that no picture is inverse updated prior to invoking this process.

Outputs of this process are zero or more modified pictures (including prdPic), which replace the input version in the decoded picture buffer.

For each picture refPic in the reference picture lists RefPicListX (with X being 0 or 1) of prdPic,

· If all of the following conditions are true,

· refPic is not marked as “base representation”

· curTemporalLevelrefPic is equal to curTemporalLevelprdPic
The following applies:

· Let Y be a template variable that is derived by Y = 1 – X.

· The variable curActiveUpdLYrefPic[curTemporalLevelrefPic] is incremented by 1,

curActiveUpdLYrefPic[curTemporalLevelrefPic] = curActiveUpdLYrefPic[curTemporalLevelrefPic] + 1

· The “check for inverse update process” in subclause S.8.8.4 is invoked with refPic and prdPic as input.

· If all of the following conditions are true,

· refPic is marked as “base representation”

· updPic is equal to NULL

The following applies:

· The variable curActivePrdLXprdPic is incremented by 1,

curActivePrdLXprdPic = curActivePrdLXprdPic + 1

· If all of the following conditions are true,

· refPic is not marked as “base representation”

· updPic is equal to NULL or updPic is equal to refPic

· curTemporalLevelrefPic is equal to curTemporalLevelprdPic + 1

The following applies:

· The variable curActivePrdLXprdPic is incremented by 1,

curActivePrdLXprdPic = curActivePrdLXprdPic + 1

If all of the following conditions are true for picture prdPic,

· curActivePrdL0prdPic is equal to maxActivePrdL0prdPic
· curActivePrdL1prdPic is equal to maxActivePrdL1prdPic
The following applies:

· The inverse prediction step is performed on prdPic. The motion compensated prediction process in subclause S.8.8.2 of [1] is invoked with prdPic as input and the output is a modified picture prdPic, which replaces the input version in the decoded picture buffer.

· The marking “residual picture” is removed for the picture prdPic.

· The variable curTemporalLevelprdPic is incremented by 1,

curTemporalLevelprdPic = curTemporalLevelprdPic + 1

· The “check for inverse update process” in subclause S.8.8.4 is invoked with prdPic and NULL as input.

S.8.8.4 Check for inverse update process

Inputs to this process are

· A picture updPic that is to be checked in this process if it can be inverse updated.
· A picture prdPic that is checked for inverse prediction prior to invoking this process. If prdPic is NULL, it indicates that no picture is checked for inverse prediction prior to invoking this process.

Output of this process is possibly the modified picture updPic, which replace the input version in the decoded picture buffer.

If all of the following conditions are true for picture updPic,

· updPic is not marked as “residual picture”
· updPic is not marked as “base representation”

· curTemporalLevelupdPic is less than decomposition_stages

· curActiveUpdL0updPic[curTemporalLevelupdPic] is equal to maxActiveUpdL0updPic[curTemporalLevelupdPic]

· curActiveUpdL1updPic[curTemporalLevelupdPic] is equal to maxActiveUpdL1updPic[curTemporalLevelupdPic]

The following applies:

· The inverse update step is performed on updPic. The motion compensated update process in subclause S.8.8.1 of [1] is invoked with updPic and curTemporalLevelupdPic as inputs and the output is a modified picture updPic, which replaces the input version in the decoded picture buffer.

· The variable curTemporalLevelupdPic is incremented by 1,

CurTemporalLevelupdPic = curTemporalLevelupdPic + 1

· For each picture refPic in the update picture lists updPicListX (with X being 0 or 1) of updPic, the following applies:

· If (prdPic is equal to NULL or prdPic is not equal to refPic)

· The “check for inverse prediction process” in subclause S.8.8.3 is invoked with refPic and updPic as inputs.

· The “check for inverse update process” in subclause S.8.8.4 is invoked with updPic and NULL as inputs.
5. Conclusion

In this contribution, a solution on when to invoke the inverse MCTF process is proposed and described. The inverse MCTF process is defined such that the inverse update steps and inverse prediction steps are distributed across all pictures of a partition (GOP or sub-group of pictures within a GOP), as soon as the step can be performed. In this solution, we propose when to invoke the inverse MCTF process, how to determine when is the earliest time an inverse update step or inverse prediction step is ready to be performed and what to do for the inverse MCTF process.
This solution reduces decoder’s complexity by spreading the periodic complexity peaks over time and indirectly reduces cost for implementation of decoders. By performing the inverse update steps and inverse prediction steps as soon as they are possible, this solution reduces the time delay. Hence, it can be used for low-delay mode operation. Once the pictures are reconstructed, the intermediate memory used for its buffering can be cleared and used to buffer other pictures. This can reduce memory requirement. It requires no addition of new syntax element and does not affect the coding efficiency.
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