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I. Introduction

In this document, we propose intra BL prediction scheme considering a phase shift between the upsampled base layer picture and the current picture. Generally the phase shift can be caused by the downsampling filter, i.e., the filter can produce an output sample that is situated at the different location compared with the input sample. This shift causes an entire translation of the base layer picture in comparison with the enhance layer picture and results in reducing prediction performance in the intra BL mode. We define this kind of the phase shift as the global shift.
In the proposed intra BL, the phase shift effect in picture is reduced by motion-compensating upsampled base layer block with global shift offset. In addition to the global shift, we employ the local shift in the MB unit in order to increase the prediction accuracy. The local shift offset is obtained by the same way as 16x16 motion estimation. And then those shift information, global and local shift, are used adaptively when the current MB is predicted in the intra BL mode. Experimental results prove that the proposed method yields higher coding gain than that of the conventional intra BL method. 

II. Technical description

II.1 Intra BL prediction of JSVM 1.0

Intra BL mode in JSVM 1.0 uses upsampled intra texture of the corresponding base-layer picture as the edicted sample. The base layer pictures can be downsampled by various filters. And when the downsampled pictures are upsampled by 6-tap filter which produces no shift, they may show phase shift against the original high resolution picture according to the applied downsampling filter. Such the phase shift between the upsampled base layer picture and the current picture degrades coding performance. Therefore, the phase shift needs to be corrected and we regard the phase shift as the global motion.

II.2 Proposed intra BL prediction considering phase shift

For our method, we define global_shift_flag, global_shift_x and global_shift_y and these syntax elements are declared in the sequence parameter set. The global_shift_flag specifies whether the downsampling filter causes the phase shift or not. In encoder side, if the global_shift_flag is set to 1, the values of global_shift_x and global_shift_y are simply determined by observing the characteristic of the downsampling filter. For example, both of global_shift_x and global_shift_y are equal to -2 if the phase shift caused by the filter is -0.5 pel in x and y directions and we use 1/4 pel motion accuracy. 
In order to refine the global shift, the local shift information of current macroblck is acquired by the same way as 16x16 motion estimation in which the reference picture is the upsampled base layer picture. For this, we define local_shift_flag, local_shift[0] and local_shift[1] and these syntax elements are declared in the macroblock layer. After performing the motion estimation for local shift, the global shift values, global_shift_x and global_shift_y, are compared with local_shift[0] and local_shift[1]. If the local shift is equal to the global shift, local_shift_flag is set to 0 and the current MB is predicted by motion compensation using global_shift_x and global_shift_y. Otherwise, local_shift_flag is set to 1 and the current MB is predicted by motion compensation using local_shift[0] and local_shift[1] (refer to Figure 1).
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Figure 1. Phase shift between upsampled base picture and current picture 
(a) global phase shift in picture, (b) MB with global_shift_flag =1 and local_shift_flag=0, 
(c) MB with global_shift_flag =1 and local_shift_flag=1
III. Experimental results
This contribution is integrated into JSVM 1.0 software [1] and Palma configuration is used to compare coding efficiency of our method with that of the JSVM 1.0. In all experiments, the low-pass picture in every GOP is coded as I slice to maximize the effect of intra BL and so QP values are changed to meet the required bit rate. 
We have experimented in two scenarios. In scenario 1, anchor sequences provided at Hannover FTP site are used. Recently, through SVC email reflector, some experts indicated that there were the phase shift against the original CIF in the anchor QCIF of Bus, Football, Mobile, and Foreman, while it is not clear how those QCIF sequences are obtained. Thus, in this scenario, we assume that the global phase shift is 0.5 pel in the x and y directions, respectively, in those QCIF sequences and have evaluated the impact of the proposed intra BL considering the phase shift. Since our assumption might not be correct, in scenario 2, we employed the type2 DCT downsmapling filter yielding 0.5 pel shift in order to create QCIF sequence in which the phase shift is clearly 0.5 pel [2]. 
The rate-distortion curves are depicted in Figure 2 ~ 9 (blue lines are the results of the JSVM 1.0 and the red ones the proposed). For 4CIF sequences (City, Crew, Harbour and Soccer) whose CIF and QCIF layer are obtained by applying the filter provided in JSVM 1.0 and are not shifted, the proposed method have shown the same results as JSVM 1.0 so that we do not include their experimental results in this document. 

III.1 Scenario 1 
As shown in figures 2~5, there have been significant improvements in Bus, Football, Mobile, and Foreman sequences. Especially, the maximum luminance gain of 0.5dB is observed in Mobile.
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Figure 2. The rate-distortion curve for the “Bus” sequence
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Figure 3. The rate-distortion curve for the “Football” sequence
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Figure 4. The rate-distortion curve for the “Mobile” sequence
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Figure 5. The rate-distortion curve for the “Foreman” sequence
III.2 Scenario 2
As shown in figures 6~9, the significant improvements exist since we know the global shift exactly by analyzing the characteristic of the downsampling filter. The maximum gain of 1.0 dB in luminance is achieved in Mobile sequence. As expected, there was no gain in QCIF base layer because the proposed method has an impact on only the spatially enhanced pictures. 
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Figure 6. The rate-distortion curve for the “Bus” sequence
[image: image8.emf]Football

29

30

31

32

33

34

35

012825638451264076889610241152

bit-rate [kbit/s]

Y-PSNR [dB]

QCIF7.5                               

QCIF15                                

CIF7.5                                  

CIF15                                   

CIF30                                   

CIF30_LGIBL                       

CIF15_LGIBL                       

CIF7.5_LGIBL                      

QCIF15_LGIBL                    

QCIF7.5_LGIBL                   


Figure 7. The rate-distortion curve for the “Football” sequence
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Figure 8. The rate-distortion curve for the “Mobile” sequence
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Figure 9. The rate-distortion curve for the “Foreman” sequence
IV. Conclusion
In this contribution we have proposed intra BL prediction considering phase shift between the upsampled base layer picture and the current picture. If the characteristic of the filter used for downsampling is given, the global phase shift information, such as offset and the direction, can be derived at encoder side. In addition, to increase the prediction accuracy by employing the local phase shift, motion vector of each MB whose mb type is intra BL is estimated from the upsampled base layer picture. Finally, the current MB is predicted adaptively by motion compensation with the global and local phase shift. From the experiment results of scenario 2 in which the global phase shift is 0.5 pel in x and y directions, the proposed intra BL method showed maximum gain of 1.0 dB in luminance. 
Especially, we expect the proposed method can provide higher coding efficiency in non-dyadic spatial scalability which has the phase shift. 
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VI.  Appendix 
VI.1 Syntax changes
The syntax changes relative to WD 1.0 are highlighted.
VI.1.1  Sequence parameter set RBSP syntax
	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  100  | |  profile_idc  = =  110  | |


 profile_idc  = =  122  | |  profile_idc  = =  144  | |


 profile_idc  = =  83 ) ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

if( chroma_format_idc  = =  3 )
	
	

	


residual_colour_transform_flag
	0
	u(1)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

qpprime_y_zero_transform_bypass_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag )
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	  global_shift_flag
	0
	u(1)

	  if(global_shift_flag) {
	
	

	    global_shift_x
	0
	u(4)

	    global_shift_y
	0
	u(4)

	  }
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	


VI.1.2  Macroblock layer in scalable extention sytax
	macroblock_layer_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_id_plus1  !=  0  &&  adaptive_prediction_flag ) {
	
	

	

base_mode_flag
	2
	ae(v)

	

if( ! base_mode_flag  &&  HalfSpatResBaseFlag  &&


     ! intra_base_mb( CurrMbAddr ) )
	
	

	


base_mode_refinement_flag
	2
	ae(v)

	
}
	
	

	
if( ! base_mode_flag  &&  ! base_mode_refinement_flag ) {
	
	

	

mb_type
	2
	ae(v)

	

if( mb_type  = =  I_NxN  &&  base_id_plus1  !=  0 )
	
	

	


intra_base_flag
	2
	ae(v)

	
}
	
	

	  if(intra_base_flag && global_shift_flag)
	
	

	    local_shift_flag 
	2
	ae(v)

	
if( mb_type  = =  I_PCM ) {
	
	

	

while( !byte_aligned( ) )
	
	

	


pcm_alignment_zero_bit
	2
	f(1)

	

for( i = 0; i < 256; i++ )
	
	

	


pcm_sample_luma[ i ]
	2
	u(v)

	

for( i = 0; i < 2 * MbWidthC * MbHeightC; i++ )
	
	

	


pcm_sample_chroma[ i ]
	2
	u(v)

	
} else {
	
	

	

NoSubMbPartSizeLessThan8x8Flag = 1
	
	

	

if( mb_type  !=  I_NxN  &&




MbPartPredMode( mb_type, 0 )  !=  Intra_16x16  &&



NumMbPart( mb_type )  = =  4 ) {
	
	

	


sub_mb_pred_in_scalable_extension( mb_type )
	2
	

	


for( mbPartIdx = 0; mbPartIdx < 4; mbPartIdx++ )
	
	

	



if( sub_mb_type[ mbPartIdx ]  !=  B_Direct_8x8 ) {
	
	

	




if( NumSubMbPart( sub_mb_type [ mbPartIdx ] )  >  1 )
	
	

	





NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	



} else if( !direct_8x8_inference_flag )
	
	

	




NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	

} else {
	
	

	


if( transform_8x8_mode_flag  &&  mb_type  = =  I_NxN )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	


mb_pred_in_scalable_extension( mb_type )
	2
	

	

}
	
	

	

if( MbPartPredMode( mb_type, 0 )  !=  Intra_16x16 ) {
	
	

	


coded_block_pattern
	2
	ae(v)

	


if( CodedBlockPatternLuma > 0  &&





 transform_8x8_mode_flag  &&  mb_type  !=  I_NxN  &&





 NoSubMbPartSizeLessThan8x8Flag  &&





 !( MbPartPredMode( mb_type, 0 )  = =  B_Direct_16x16  &&






!direct_8x8_inference_flag ) )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	

}
	
	

	

if( CodedBlockPatternLuma > 0  | |  CodedBlockPatternChroma > 0  | |



MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 ) {
	
	

	


mb_qp_delta
	2
	ae(v)

	


residual_in_scalable_extension( )
	3 | 4
	

	

}
	
	

	
}
	
	

	
	
	

	
	
	


VI.1.3  Macroblock prediction in scalable extension syntax

	mb_pred_in_scalable_extension( mb_type ) {
	C
	Descriptor

	
if( MbPartPredMode( mb_type, 0 )  = =  Intra_4x4  | |  


MbPartPredMode( mb_type, 0 )  = =  Intra_8x8  | |  


MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 ) {
	
	

	

if( MbPartPredMode( mb_type, 0 )  = =  Intra_4x4 )
	
	

	


for( luma4x4BlkIdx = 0; luma4x4BlkIdx < 16; luma4x4BlkIdx++ ) {
	
	

	



prev_intra4x4_pred_mode_flag[ luma4x4BlkIdx ]
	2
	ae(v)

	



if( !prev_intra4x4_pred_mode_flag[ luma4x4BlkIdx ] )
	
	

	




rem_intra4x4_pred_mode[ luma4x4BlkIdx ]
	2
	ae(v)

	


}
	
	

	

if( MbPartPredMode( mb_type, 0 )  = =  Intra_8x8 )
	
	

	


for( luma8x8BlkIdx = 0; luma8x8BlkIdx < 4; luma8x8BlkIdx++ ) {
	
	

	



prev_intra8x8_pred_mode_flag[ luma8x8BlkIdx ]
	2
	ae(v)

	



if( !prev_intra8x8_pred_mode_flag[ luma8x8BlkIdx ] )
	
	

	




rem_intra8x8_pred_mode[ luma8x8BlkIdx ]
	2
	ae(v)

	


}
	
	

	

if( chroma_format_idc  !=  0 )
	
	

	


intra_chroma_pred_mode
	2
	ae(v)

	
} else if( MbPartPredMode( mb_type, 0 )  !=  Direct  &&

               MbPartPredMode( mb_type, 0 )  !=  Intra_Base  &&

               ! base_mode_flag ) {
	
	

	

if( !base_mode_refinement_flag ) {
	
	

	


if( base_id_plus1  !=  0  ) {
	
	

	



for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	




if( MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L1  &&





     base_mb_part_pred_mode( mb_type, mbPartIdx )  !=  Pred_L1 )
	
	

	





motion_prediction_flag_l0[ mbPartIdx ]
	2
	ae(v)

	



for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	




if( MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L0  &&





     base_mb_part_pred_mode( mb_type, mbPartIdx )  !=  Pred_L0 )
	
	

	





motion_prediction_flag_l1[ mbPartIdx ]
	2
	ae(v)

	


}
	
	

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( ( num_ref_idx_l0_active_minus1  >  0  | |





   mb_field_decoding_flag ) &&  





MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L1  &&






! motion_prediction_flag_l0[ mbPartIdx ]  )
	
	

	




ref_idx_l0[ mbPartIdx ]
	2
	ae(v)

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( ( num_ref_idx_l1_active_minus1  >  0  | |





   mb_field_decoding_flag ) &&  





MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L0  &&





! motion_prediction_flag_l1[ mbPartIdx ]  )
	
	

	




ref_idx_l1[ mbPartIdx ]
	2
	ae(v)

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( MbPartPredMode ( mb_type, mbPartIdx )  !=  Pred_L1 )
	
	

	




for( compIdx = 0; compIdx < 2; compIdx++ )
	
	

	





mvd_l0[ mbPartIdx ][ 0 ][ compIdx ]
	2
	ae(v)

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L0 )
	
	

	




for( compIdx = 0; compIdx < 2; compIdx++ )
	
	

	





mvd_l1[ mbPartIdx ][ 0 ][ compIdx ]
	2
	ae(v)

	

} else  {  /* base_mode_refinement_flag */
	
	

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( MbPartPredMode ( mb_type, mbPartIdx )  !=  Pred_L1 )
	
	

	




for( compIdx = 0; compIdx < 2; compIdx++ )
	
	

	





mvd_ref_l0[ mbPartIdx ][ 0 ][ compIdx ]
	2
	ae(v)

	


for( mbPartIdx = 0; mbPartIdx < NumMbPart( mb_type ); mbPartIdx++)
	
	

	



if( MbPartPredMode( mb_type, mbPartIdx )  !=  Pred_L0 )
	
	

	




for( compIdx = 0; compIdx < 2; compIdx++ )
	
	

	





mvd_ref_l1[ mbPartIdx ][ 0 ][ compIdx ]
	2
	ae(v)

	

}
	
	

	
} else if( MbPartPredMode( mb_type, 0 )  ==  Intra_Base  &&
	
	

	             local_shift_flag)
	
	

	          for( compIdx = 0; compIdx <2; compIdx++)
	
	

	            local_shift[ compIdx ]
	2
	ae(v)

	}
	
	


VI.2 Decoding process

VI.2.1  Intra Base prediction process 
If the global_shift_flag is equal to 0, the process is same to that described in WD 1.0. 
Otherwise the process is changed as follows.
· Fractional sample interpolation process of the upsampled base layer picture is performed for quarter sample luma (chroma) interpolation as described in AVC. The upsampled base layer picture is also processed by deblocking and boarder extension.
· If local_shift_flag is equal to 0, mv_shift[0] and mv_shift[1] are set to global_shift_x and global_shift_y respectively. 
· Otherwise mv_shift[0] and mv_shift[1] are set to local_shift[0] and local_shift[1] respectively.
The prediction signal is derived by motion compensation using mv_shift[0] and mv_shift[1].
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This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Place and date of submission
	
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	
	

	Title
	
	

	Contribution number
	
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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Upsampledbase picture

Current picture
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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