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1 Introduction

Although the MCTF (i.e. motion compensated temporal filtering) technique is found to be useful in improving coding performance, complexity has always been a major concern in using it.  In a large part, the complexity is related to the update step. Reducing the update step complexity is very much desired and important.

In this proposal, the interpolation process of update step is simplified with an adaptive but very simple filter. In this case, coding performance is virtually unchanged. Meanwhile, update motion vector derivation process can also be simplified by doing it on an 8x8 block basis instead of 4x4 block. The degradation of coding performance in this case is less than 1%. 

2 MCTF Update Step 

In the current SVC reference software (JSVM version 1.0), MCTF is implemented using lifting steps, which are: prediction step and update step. The prediction step is generally the same as that in traditional block-based video coding without MCTF, except that in MCTF the prediction step is based on open loop structure where the original video frames are used as reference frame in motion estimation. Motion vectors used during the update step, so called update motion vectors, are an inverse of motion vectors found during the prediction step. According to these update motion vectors, prediction residue (high pass frame H) obtained from the prediction step is added back to the reference frame to generate a low pass frame L. In this sense, the update step also includes a motion compensation process. 

More specifically, the update step is performed by splitting L frame into 4x4 non-overlapping, adjacent blocks. Motion vectors used in the update step for these blocks are derived from motion vectors used in the prediction step. Let us consider one of the update blocks, block A, in frame L, as shown in Fig. 1.  As it can be seen in Fig 1 two blocks (blocks B1 or B2) in the frame H are predicted from this block. The inverse of the motion vector of the block, which has the largest number of pixels m predicted from block A, is selected to predict block A, i.e., if the motion vector of block B1 is (Δx, Δy) the update motion vector that is used for block A is equal to (-Δx, -Δy). The number of pixels m predicted from the update block A is also used to calculate weight w1 assigned to block A.

Generally interpolation is needed in the update step whenever motion vector (-Δx, -Δy) does not have an integer pixel displacement for horizontal or vertical direction. Such extra interpolation process associated with MCTF update step increases the overall system complexity, especially the decoder complexity, considerably. Taking Mobile sequence as an example, we found that around 90% of blocks need to be updated in the update step. Therefore, extra interpolation may be needed for all those blocks. In the current SVC reference software, the AVC standard interpolation method is used for sub-pixel interpolation in both prediction step and update step.


[image: image1.wmf]Block A

Block B

1

Block B

2


Figure 1

It is found that the update process in MCTF is helpful in improving coding performance in terms of objective quality of the coded video. However, it may also bring unwanted coding artifacts that may degrade the subjective quality. In order to avoid such coding artifacts, update strength is controlled by two weight factors: w1 and w2. Assume En+1 is the prediction residue block used during the update operation, then instead of using En+1 directly, w1* w2* En+1  is actually used during the update. Weight w2 is derived based on the energy level of the residue block in frame H used for update operation [1]. If the energy is too high, it is more likely that the update operation could produce the unwanted visual artifacts. In this case the update strength needs to be lowered. In the current SVC reference software, the average of squared pixel value in a block is used as an indication of the energy level of that block. To be more specific, interpolation is first performed as needed to get the interpolated prediction residue, followed by energy estimation based on the interpolated pixels.

3 Proposed Simplifications

3.1 Energy Calculation

As explained above, a block energy estimation process is involved in the update step and the estimated block energy level is used to control update strength of the corresponding block. In the current SVC reference software, this energy estimation is based on interpolated pixels of the block. 

Due to the fact that there is a close correlation between the original integer pixel values and their neighboring interpolated sub-pixel values, it can be expected that the energy estimation result based on interpolated pixels should also be close to the result that is based on their neighboring integer pixels. Therefore, we propose doing the block energy estimation simply based on integer pixels. 

With this approach, the complexity of calculations on energy estimation remains the same.  However, computation savings can be expected from the interpolation process. When the estimated energy level is high the block will be excluded from update process (i.e. a weight factor w2 = 0), hence interpolation for the current block can be omitted. This is not be possible if energy estimation is done based on interpolated pixels.

3.2 Adaptive Interpolation 

In the current SVC reference software, AVC 6 tap interpolation filter is used both during prediction and update steps. We propose to perform interpolation for an update step by switching between a 4-tap filter and bilinear filter depending on the weight factor of an updated block. We use the same 4-tap filter that has been used in a previously submitted JVT document [2]. The weight factor w can take values in the range [0, 1].  If w>0.5, the 4-tap filter is used in interpolation for the current block. Otherwise, bilinear filter is used. 

As explained above, a weight factor is used to control update strength. The weight factor is hence an indicator of how reliable the update motion vector is. When choosing an interpolation filter, we use a relatively long filter, e.g. the 4-tap filter, for interpolation of blocks with a larger weight factor because these blocks are more important in maintaining the coding performance. For blocks with a lower weight factor, bilinear filter is sufficient.

In our simulations generally over 30% blocks were interpolated with bilinear method. However, we found almost no coding performance degradation. In addition, there were no obvious differences in terms of video subjective quality. 

4 PSNR results

Attached spreadsheet JVT-O015.xls contains RD-curves for the test set and QP values of the common conditions (QP = 22, 28, 34 and 40). For each test sequence, 2 sets of results are given. The first set result is obtained by using the proposed energy calculation based on integer pixel positions and adaptive interpolation method. The filter is switched between a 4-tap filter and bilinear filter with a threshold value 0.5 as explained in the previous section.

The set of results include preliminary results obtained by performing update step using 8x8 instead of 4x4 blocks. Motion vectors corresponding to a block size smaller than 8x8 (such as 8x4, 4x8 and 4x4) are excluded from, and therefore not used for, the update step. The main procedure for the update step as described above remains the same, except that everything is performed on an 8x8 block basis. For majority of sequences there is no performance degradation brought by this simplification.  
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