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ABSTRACT

This is an information contribution containing excerpted results of some prior work, some of which is more theory than application, but which relates to our field of study (e.g., for the performance benefits shown in [2]).  The author has written several studies of scalar quantization (see [1-8]), but has long had the impression that the key results of that work may get lost in the sea of equations, lengthy discussions, overly-general approaches, and scattered publications of that prior work.  A personal challenge was therefore adopted – to determine whether the essential results could be condensed into a single page of text using 12-point fonts – and to do so without substantial sacrifice of accuracy, rigor, or readability.  The result, a sort of "executive summary" of the prior work (although it would probably not be of interest to any actual executives), appears on the next page.  Following and re-deriving the results can perhaps be an interesting exercise for the reader, and it requires no overly-specialized background knowledge.
One-page 12-point font summary of good scalar quantization for symmetric-pdf sources

Gary J. Sullivan, 11 April 2005

Consider a nearly-uniform-reconstruction quantizer (as in all well-known image and video coding standards, which we abbreviate as NURQ) for a random variable X.  More precisely, defining the quantized integer index as C[X] and the reconstruction value as Q[X], NURQ uses


Q[X]= sign(C[X]) (|C[X]|+r) s,






(1)

where s is referred to as the step size and r is a reconstruction spacing parameter often set to 0 or to 1/2, and sign(X) is defined to be equal to -1 if X < 0; 0 if X = 0; and +1 if X > 0.  Consider the use of what I call a "DZ+UTQ" encoding rule with a dead-zone width of 2sz, expressed by
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(2)

where the function 
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 denotes the maximum integer less than or equal to a, and the function max(a,b) denotes the maximum of a and b.

What should the encoder and decoder use for the values of z and r?  One interesting value of z, denoted here as 
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(3)

A good technique for many symmetric-pdf sources is for the encoder to adjust z adaptively to achieve EEM.  For selecting r, the "URQ" case r = 0 is simplest and is typically (very) good.

Defining the mean-squared error (MSE) distortion of the quantizer as D(r,s,z), we may expect
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 (high rates with r = 0 approach uniform quantization)

(4)
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 (a common high-fidelity approximation result).

(5)

Example: The Laplacian pdf with standard-deviation σ is given by
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(6)

Define a normalized step size as given by


α = s
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(7)

The entropy of C[X] for the Laplacian source is then equal to
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(8)

where the function B(p) is the Bernoulli process entropy function for probability p, given by
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(9)

The MSE for the Laplacian source is given by
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(10)

where the function 
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(11)

For this source, an EEM design (Eq. 3) has excellent results.  In fact, with optimal selection of r, it achieves global rate-distortion optimality among all scalar designs, regardless of whether using NURQ reconstruction or not and whether using DZ+UTQ classification or not, and
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(12)

We have proved that Eqs. 4, 5 are true in this case and that r = 0 is within 0.0023 dB of optimal always and is asymptotically optimal for both very low and very high bit rates.  Note that deriving Eq. 12 does not really require Eqs. 4, 5, or 8-11 (just Eq. 3 and the Laplacian pdf).
Reference: G. J. Sullivan, “Efficient Scalar Quantization of Exponential and Laplacian Random Variables,” IEEE Transactions on Information Theory, Vol. 42, pp. 1365-1374, Sept. 1996.

A more comprehensive reference list
The reference material listed below may be helpful in understanding this contribution and in finding related information.  However, the additional references should not really be considered necessary for comprehension of the provided material.  This reference list is provided in reverse-chronological order.  Note that reference 7 is the same paper listed on the previous page (included here just for completeness and chronological context).
[1] G. J. Sullivan and S. Sun, "On Dead-Zone Plus Uniform Threshold Scalar Quantization", to appear in SPIE Conference on Visual Communications and Image Processing (VCIP 2005), Beijing, July, 2005.
[2] G. J. Sullivan, "Adaptive quantization encoding technique using an equal expected-value rule", Joint Video Team (JVT) standards contribution JVT-N011, Hong Kong, January, 2005.

[3] G. J. Sullivan, "On embedded scalar quantization", in IEEE International Conf. on Acoustics, Speech, Signal Proc. (ICASSP 2004), Montreal, May 2004.

[4] G. J. Sullivan, "On Rounding, QP Value Origin, Dynamic Range, and |f|", Joint Video Team (JVT) standards contribution JVT-C136 (Section 8), Fairfax, Virginia, May, 2002.

[5] G. J. Sullivan and T. Wiegand, "Rate-distortion optimization for video compression", IEEE Signal Processing Magazine, November, 1998, pp. 74-90.

[6] G. J. Sullivan, "Proposal for Test Model Quantization Description", ITU-T Video Coding Experts Group (VCEG) document Q15-D-30, April, 1998.

[7] G. J. Sullivan, “Efficient Scalar Quantization of Exponential and Laplacian Random Variables,” IEEE Transactions on Information Theory, Vol. 42, pp. 1365-1374, Sept. 1996.
[8] G. J. Sullivan, "Optimal entropy constrained scalar quantization for exponential and Laplacian random variables", in IEEE International Conf. on Acoustics, Speech, Signal Proc. (ICASSP 1994), vol. V, pp. V/265-V/268, April 1994.

File: JVT-O014.doc
Page: 1
Date Saved: 2005-04-11

_1174407892.unknown

_1174410437.unknown

_1174382835.unknown

_1174407750.unknown

_1174382796.unknown

