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1 Introduction

This contribution proposes some modifications on the high-level syntax in SVC WD 1.0 (JVT-N020), including the following aspects:

1) Picture (access unit) definition and decodabiltiy_dependency_information

2) Removal of NAL unit types 14 and 15

3) Activation of sequence parameter sets

4) Coding of base_id_plus1

5) Coding of frame_num

6) Removal of the spatial coverage constraint for FGS slices

7) NAL unit order

8) FGS NAL unit truncation

9) FGS scalability ordering

2 Proposal

2.1 Picture (access unit) definition

In the SVC WD 1.0, picture is defined as follows:

A picture is decoded from a set of NAL units with an identical value of picture order count and DependencyId. The corresponding NAL units shall include slice NAL units for all macroblocks of a picture and possibly additional progressive refinement slice NAL units.

According to the above definition, the progressive refinement slices (i.e. FGS slices) and the corresponding base layer picture are in the same picture and hence the same access unit, and they also have the same value of DependencyId. This definition has two drawbacks. 

Firstly, this definition is not handy for system-layer operations. For example, since in the file format metadata information is typically stored for each sample containing an access unit, the above picture (access unit) definition requires a streaming server to parse into samples even for non-FGS scalable streaming (i.e. when truncation of FGS slices is not needed to get the desired scalable presentation point). 

Secondly, because the DependencyId does not permit a distinction between the base with and without FGS, it is not possible to specify whether an enhancement is to be encoded relative to the base layer with or without FGS. This would be useful, for example, in cases where a spatial enhancement is necessary but the rate-constrained channel does not permit transmission of the FGS bits. 

Therefore, we propose to make each FGS enhancement plane its own picture or access unit, and assign it a unique DependencyId value. I.e. in this sense, FGS layers are treated the same way as other enhancement layers. The base layer picture of the FGS enhancement layers is made another picture with its own DependencyId value. 

We further propose to use the first 5 bits in decodability_dependency_information as DepdencyId and the left 3 bits as TemporalLeve since QualityLevel is then not needed. 

2.2 Removal of NAL unit types 14 and 15

NAL unit types 14 and 15 are specified in the SVC WD 1.0 for sequence parameter set (SPS) in scalable extension and picture parameter set (PPS) in scalable extension, respectively. However, since there are no essential syntax changes compared to NAL unit types 7 (sequence parameter set) and 8 (picture parameter set), we propose to remove NAL unit types 14 and 15, and retain the sparse value space for important future extensions. 

We understand that, to ensure that old H.264/AVC decoders can decode the base layer, if essential syntax changes for scalable extension are needed in SPS or PPS that makes it impossible for old H.264/AVC decoders to decode, SPS in scalable extension or PPS in scalable extension is then needed. 

2.3 Activation of sequence parameter sets

In the SVC WD 1.0, a sequence parameter set (SPS) is activated for each value of DependencyId. This constraint, as we see, is too overkill. Justifications below: 

1) For example, if a scalable presentation point with DepdendencyId equal to 7 is desired, and all the lower layers with DepdencyId equal to 0 to 6 are required, then at least 8 SPSs must be transmitted for the presentation. However, if no SPS parameter other than the seq_parameter_set_id needs to be changed (this is possible when the spatial resolutions are the same for all layers), then those SPSs are actually redundantly transmitted. Since SPSs are typically transmitted in the session beginning in a reliable and out-of-band way, reception acknowledgements are needed and retransmission may be used. Therefore, more bits for SPSs means longer session setup delay, which is bad to the end user experience. 

2) The maximum number of initial SPSs is 32. If a scalable presentation point with DepdendencyId equal to 7 is desired, and all the lower layers with DepdencyId equal to 0 to 6 are required, then in average the coding of the layer(s) of each value of DependencyId can only use at most 4 SPS variations. Therefore the flexibility and possibly also coding efficiency is lowered compared to that 32 SPS variations could have been used. Updating an SPS during a video session could solve this problem. However, during-session SPS update may easily cause problem because of loss of the synchronization between the updated SPS and those NAL units referencing it. In addition, if the update is done using the in-band way, it may get lost. These were the reasons why in the 3GPP packet-switched streaming service, it is specified that parameter sets shall not be transmitted within the RTP payload, i.e., all parameter sets required for a session must be provided in the SDP.

Therefore, we propose to remove this constraint. Rather, a new SPS is activated only when it is needed. A new sequence is needed only when at least one SPS parameter other than seq_parameter_set_id change is required.

2.4 Coding of base_id_plus1

This syntax element is used to identify the base pictures for enhancement layer pictures. Since the value of DependencyId of the base picture is always smaller than the value of DependencyId of the current picture, it is beneficial to encoding only the delta. Therefore, we propose the following changes. 

2.4.1 Change to slice header in scalable extension change

	slice_header_in_scalable_extension( ) {
	C
	Descriptor

	…
	
	

	

base_id_delta
	2
	ue(v)

	

if( base_id_delta  !=  0 ) /* same change to other syntax tables*/
	
	

	


adaptive_prediction_flag
	2
	u(1)

	…
	
	

	}
	
	


2.4.2 Semantics

base_id_delta indicates the difference between the value of DependencyId (of the current slice) and the value of DependencyId of the base picture. A value 0 indicates that no inter-layer prediction (coding mode, motion and residual prediction) is used in the current slice. If base_id_delta is not equal to 0, the value of DependencyId of the base picture is equal to ( DependencyId – base_id_delta ).
2.5 Coding of frame_num

Since one coded picture with a certain value of DependencyId can only use reference pictures with the same value of DependencyId, coding of frame_num for layers with different values of DependencyId can be decoupled, such that the same value of frame_num can be reused in different layers with different values of DependencyId. The proposal solves the following problems: 

1) If one or more enhancement layers are not required for a certain scalable presentation, and those enhancement layers contain reference pictures, then even if the transmission is error-free, there will be gaps in the value of frame_num. In this case, reference picture loss detection based on gaps in frame_num becomes impossible. If there is no reference picture loss in the base layer, the decoding and presentation can be continued smoothly; otherwise, considerable quality degradation is likely to happen. 

2) Memory management control operations (MMCOs), including reference picture marking and reference picture list reordering, may be used to manage the decoded picture buffer (DPB). In those operations, the information of the target reference picture under the operation is signalled. With the current frame_num coding, signalling of the said information becomes less efficient because the difference between the PicNum (derived from frame_num in subclause 8.2.4.1) values of the current slice and the reference picture is enlarged. 

Therefore, we propose to insert the following paragraph after the text of the semantics of frame_num:

For the decoding process of frame_num as specified by the above semantics, only pictures with a variable DependencyId that is equal to the value of the variable DependencyId of the current picture are considered.

2.6 Removal of the spatial coverage constraint for progress refinement slices

According to subclause 6.5.5 of the SVC WD 1.0, a progress refinement slice shall have the same value of first_mb_in_slice as its base quality slice. This implies that a progress refinement slice with QualityLevel value of QL shall have a corresponding slice covering the same macroblocks and having QualityLevel value of QL-1. In other words, the slicing method (the number of slices and the spatial coverage of each slice) of all FGS planes shall be the same as the corresponding base quality pictures. 

The constraint takes effect on the NAL unit sizes hence disable optimal transportation according to known packet loss rate and protocol data unit (PDU) size. Furthermore, the constraint disallows region-of-interest (ROI) FGS enhancement, wherein those interested regions can have better quality than other regions.  

We think that the constraint is not necessary for coding of progressive refinement slices, hence propose to remove it. 

2.7 NAL unit order

For convenience, subclause S.7.4.1.2 of the SVC WD 1.0 is copied below. 

S.7.4.1.2 Order of NAL units and association to coded pictures, access units, and video sequences

The specification of this subclause in AVC shall apply.

[Ed. Note(HS): This subclause needs to be carefully checked and the necessary restrictions for scalable bitstreams need to be analyzed.  Here are some first rough ideas:

· A sequence parameter set is activated for each value of the variable of DependencyId. For each picture with a value of DependencyId, the activated sequence parameter set for that value of DependencyId is considered the active sequence parameter set. Any sequence parameter set that has been activated for a variable DependencyId shall remain active throughout the video sequence.

· A picture is decoded from a set of NAL units with an identical value of picture order count and DependencyId. The corresponding NAL units shall include slice NAL units for all macroblocks of a picture and possibly additional progressive refinement slice NAL units.

· Either all pictures with the same value of picture order count but different value of DependencyId are coded as IDR pictures, or no picture for a specific value of picture order count is coded as IDR picture.

· A progressive refinement NAL unit with the variable QualityLevel shall immediately follow the NAL units with identical values of picture order count and first_mb_in_slice and with a value of QualityLevel being equal to the variable QualityLevel of the progressive refinement NAL unit minus 1.

· The NAL units with a variable ( layerIdX = LayerId ) > 0 shall immediately follow the NAL units with an identical value of picture order count and a variable LayerId that is equal to the variable layerIdX minus 1

· When SPS0 is the activated sequence parameter set for DependencyId and SPS1 is the activated sequence parameter set for ( DependencyId + 1), the SPS0 shall either specify half the horizonatal and vertical resolution of SPS1 or the same horizontal and vertical resolution as SPS1.

· chroma_format_idc shall be identical for all activated sequence parameter sets (for all variables DependencyId)

We propose the following:

· The 1st and the last two bullet items are not needed according to our proposal on coding of sequence parameter sets. 

· The 2nd bullet item is about the definition of coded picture, it should be moved to Clause 3 with consideration of our proposal in subsection 2.1 of this document. 

· The 3rd bullet item is about restrictions of IDR picture, it should be moved to the semantics of nal_unit_type.

· The 4th bullet item is not needed according to our proposal in subsection 2.1 of this document.

· The 5th bullet item is not clear because there is no LayerId defined in the WD 1.0. We propose to change it as follows:

· The NAL units with the variable DependencyId shall immediately follow the NAL units with an identical value of picture order count and a value of DependencyId being equal to or smaller than the variable DependencyId of the NAL units minus 1.

2.8 FGS NAL unit truncation

If the truncation of an FGS NAL unit happens before the slice data but inside the NAL unit header (two bytes) or the slice header (may not be byte aligned), an incomplete NAL unit consisting of incomplete NAL unit header or incomplete slice header will be produced. The decoding process of such an incomplete NAL unit should be specified as follows:

If the decoder detects an incomplete NAL unit header or slice header, it shall discard the slice. 

2.9 Scalability ordering
In both SVC WD 1.0 and JSVM 1.0, FGS data for luma and chroma is highly interleaved. This leads to near-optimal bit rate scalability, but results in it being difficult to extract only the luma data, in the sense that much more difficult than to do the same for other slice types. Removing or ignoring chroma data is of interest in a number of scenarios, e.g. video editing and video analysis. Allowing the order of iteration to be changed when encoding FGS data would add value in these scenarios, while still permitting optimal bit rate scalability if that is preferred. This modification could also be of use if enhancements to 4:2:0 video are desired, for example enhancement information to improve the chroma sub-sampling may be transmitted after that information needed for 4:2:0 decoding.

The following change is proposed: 

	slice_header_in_scalable_extension( ) {
	C
	Descriptor

	…
	
	

	
if( slice_type  !=  Progressive_Refinement )
	
	

	

if( num_slice_groups_minus1 > 0  &&



slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	


slice_group_change_cycle
	2
	u(v)

	else 
	
	

	
fgs_luma_first_flag
	2
	u(1)

	}
	
	


	progressive_refinement_slice_data_in_scalable_extension( ) {
	C
	Descriptor

	
…
	
	

	
ScanIdxLuma = 0
	
	

	
ScanIdxChromaDC = 0
	
	

	
ScanIdxChromaAC = 1
	
	

	
RefPassLuma = 0
	
	

	
RefPassChromaDC = 0
	
	

	
RefPassChromaAC = 0
	
	

	    CycleNum = 0
	
	

	    ChromaStartCycle = 1
	
	

	    if ( fgs_luma_first_flag ) {
	
	

	
while ( ScanIdxLuma < 16 ) {
	
	

	

SigCompleteLuma = 1
	
	

	

for( b4x4IdxY = 0; b4x4IdxY < 4 * PicHeightInMbs; b4x4IdxY++ )
	
	

	

for( b4x4IdxX = 0; b4x4IdxX < 4 * PicWidthInMbs; b4x4IdxX++ )
	
	

	


if ( SigPassLuma )
	
	

	



luma_coefficient( b4x4IdxY, b4x4IdxX, SigCompleteLuma, 1 )
	3 | 4
	

	


else if ( ScanIdxLuma < 16 )
	
	

	



luma_coefficient_ref( b4x4IdxY, b4x4IdxX, scanIdx )
	3 | 4
	

	

if ( !SigPassLuma )
	
	

	


ScanIdxLuma++
	
	

	

RefPassLuma |= SigCompleteLuma
	
	

	
}
	
	

	
while ( ScanIdxChromaDC < 4 || ScanIdxChromaAC < 4 ) {
	
	

	

AllowChromaDC = (CycleNum == 0) || ((CycleNum >= ChromaStartCycle) && ((ChromaStartCycle-CycleNum) % 2) == 0)
	
	

	

AllowChromaAC = (CycleNum > 0) && ((CycleNum == ChromaStartCycle) || ((CycleNum >= ChromaStartCycle) && ((CycleNum-ChromaStartCycle) % 3) == 1)))
	
	

	

SigCompleteChromaDC = AllowChromaDC
	
	

	

SigCompleteChromaAC = AllowChromaAC
	
	

	

for( bcIdxY = 0; bcIdxY < 2 * PicHeightInMbs; bcIdxY ++ )
	
	

	

for( bcIdxX = 0; bcIdxX < 2 * PicWidthInMbs; bcIdxX ++ )
	
	

	

if( chroma_format_idc  !=  0 ) {
	
	

	


NumC8x8 = 4 / ( SubWidthC * SubHeightC )
	
	

	


mbIdxY = bcIdxY / 2
	
	

	


mbIdxX = bcIdxX / 2
	
	

	


for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	



if ( SigPassChromaDC )
	
	

	




chromaDC_coefficient(iCbCr, mbIdxY, mbIdxX, SigCompleteChromaDC, 1)
	3 | 4
	

	



else if ( ScanIdxChromaDC < 4 )
	
	

	




chromaDC_coefficient_ref( iCbCr, mbIdxY, mbIdxX, dcIdx )
	3 | 4
	

	


for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	



if ( SigPassChromaAC )
	
	

	




chromaAC_coefficient( iCbCr, bcIdxY, bcIdxX, SigCompleteChromaAC, 1 )
	3 | 4
	

	



else if ( ScanIdxChromaAC < 16 )
	
	

	




chromaAC_coefficient_ref( iCbCr, bcIdxY, bcIdxX, scanIdx )
	3 | 4
	

	

}
	
	

	

if ( !SigPassChromaDC && AllowChromaDC)
	
	

	


ScanIdxChromaDC++
	
	

	

if ( !SigPassChromaAC && AllowChromaAC)
	
	

	


ScanIdxChromaAC++
	
	

	

if (CycleNum == 0) {
	
	

	


cycle_start_symbol
	3 | 4
	ae(v)

	


if (cycle_start_symbol == 1) {
	
	

	



cycle_start_symbol_ext
	3 | 4
	ae(v)

	



ChromaStartCycle = 2 + cycle_start_symbol_ext
	
	

	


}
	
	

	

}
	
	

	

RefPassChromaDC |= SigCompleteChromaDC
	
	

	

RefPassChromaAC |= SigCompleteChromaAC
	
	

	
}
	
	

	    } else {
	
	

	
while ( ScanIdxLuma < 16 || ScanIdxChromaDC < 4 || ScanIdxChromaAC < 4 ) {
	
	

	

AllowChromaDC = (CycleNum == 0) || ((CycleNum >= ChromaStartCycle) && ((ChromaStartCycle-CycleNum) % 2) == 0)
	
	

	

AllowChromaAC = (CycleNum > 0) && ((CycleNum == ChromaStartCycle) || ((CycleNum >= ChromaStartCycle) && ((CycleNum-ChromaStartCycle) % 3) == 1)))
	
	

	

SigCompleteLuma = 1
	
	

	

SigCompleteChromaDC = AllowChromaDC
	
	

	

SigCompleteChromaAC = AllowChromaAC
	
	

	

for( b4x4IdxY = 0; b4x4IdxY < 4 * PicHeightInMbs; b4x4IdxY++ )
	
	

	

for( b4x4IdxX = 0; b4x4IdxX < 4 * PicWidthInMbs; b4x4IdxX++ )
	
	

	


if ( SigPassLuma )
	
	

	



luma_coefficient( b4x4IdxY, b4x4IdxX, SigCompleteLuma, 1 )
	3 | 4
	

	


else if ( ScanIdxLuma < 16 )
	
	

	



luma_coefficient_ref( b4x4IdxY, b4x4IdxX, scanIdx )
	3 | 4
	

	

if( chroma_format_idc  !=  0 ) {
	
	

	


NumC8x8 = 4 / ( SubWidthC * SubHeightC )
	
	

	


If( b4x4IdxY % (SubHeightC * 2) == 0 &&




  b4x4IdxX % (SubWidthC * 2) == 0 ) {
	
	

	




mbIdxY = b4x4IdxY / (SubHeightC * 2)
	
	

	




mbIdxX = b4x4IdxX / (SubWidthC * 2)
	
	

	




for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	





if ( SigPassChromaDC )
	
	

	






chromaDC_coefficient(iCbCr, mbIdxY, mbIdxX, SigCompleteChromaDC, 1)
	3 | 4
	

	





else if ( ScanIdxChromaDC < 4 )
	
	

	






chromaDC_coefficient_ref( iCbCr, mbIdxY, mbIdxX, dcIdx )
	3 | 4
	

	


}
	
	

	


if( b4x4IdxY % SubHeightC == 0 && b4x4IdxX % SubWidthC == 0 ) {
	
	

	




bcIdxY = b4x4IdxY / SubHeightC
	
	

	




bcIdxX = b4x4IdxX / SubWidthC
	
	

	




for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	





if ( SigPassChromaAC )
	
	

	






chromaAC_coefficient( iCbCr, bcIdxY, bcIdxX, SigCompleteChromaAC, 1 )
	3 | 4
	

	





else if ( ScanIdxChromaAC < 16 )
	
	

	






chromaAC_coefficient_ref( iCbCr, bcIdxY, bcIdxX, scanIdx )
	3 | 4
	

	


}
	
	

	

}
	
	

	

if ( !SigPassLuma )
	
	

	


ScanIdxLuma++
	
	

	

if ( !SigPassChromaDC && AllowChromaDC)
	
	

	


ScanIdxChromaDC++
	
	

	

if ( !SigPassChromaAC && AllowChromaAC)
	
	

	


ScanIdxChromaAC++
	
	

	

if (CycleNum == 0) {
	
	

	


cycle_start_symbol
	3 | 4
	ae(v)

	


if (cycle_start_symbol == 1) {
	
	

	



cycle_start_symbol_ext
	3 | 4
	ae(v)

	



ChromaStartCycle = 2 + cycle_start_symbol_ext
	
	

	


}
	
	

	

}
	
	

	

RefPassLuma |= SigCompleteLuma
	
	

	

RefPassChromaDC |= SigCompleteChromaDC
	
	

	

RefPassChromaAC |= SigCompleteChromaAC
	
	

	
}
	
	

	    }
	
	

	
}
	
	

	
if( moreCabacDataInNALUnit( ) )
	
	

	

end_of_progressive_refinement_slice_flag
	2
	ae(v)

	}
	
	


Semantics:

fgs_luma_first_flag equal to 1 indicates that in the current FGS slice, all luma data is prior to all chroma data in decoding order. A value of 0 indicates that luma data and chroma data interleaved in decoding order. 
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