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Abstract

We present an adaptive method for upsampling low-resolution image frames for the purpose of spatially scalable coding.  The low-resolution data is adaptively upsampled on a block-by-block basis, and the filter for each block is selected by a side-channel in the enhancement bit-stream.  Simulations focus on the improvement of IntraBL coded blocks and show that the method improves the end-to-end performance of the current JSVM.

Adaptive Upsampler
The algorithm proposed in this document estimates a block of high-resolution image pixels from a block of low-resolution image pixels.  The mapping from low-resolution to high-resolution is accomplished with a separable poly-phase filter and is given in one dimension as
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where x%S and x/S are respectively the mod-S and integer division operator and S is the scale factor.  We assume that S=2 for the rest of this proposal.  In this case, (1) is a two-phase filter where each filter contains six-taps.

In the current WD [1], the coefficients for the filter in (1) do not change across the image frame.  However, we adjust the filter coefficients in our proposed method.  Adjustment is performed on a 4x4 block basis (with respect to the high-resolution image), and it is accomplished by selecting an interpolation filter from a pre-defined filter bank for each of the horizontal and vertical directions.  The filterbank contains four members and is defined in Table 1.  The construction of the filterbank augments the current six-tap filter with three alternative (and computationally simpler) interpolation kernels.  The additional filters include two sample-and-hold procedures as well as the bi-linear interpolator.  

	Filter
	Taps

	0
	1
	0
	-5
	0
	20
	32
	20
	0
	-5
	0
	1
	0

	1
	0
	0
	0
	0
	0
	32
	32
	0
	0
	0
	0
	0

	2
	0
	0
	0
	0
	32
	32
	0
	0
	0
	0
	0
	0

	3
	0
	0
	0
	0
	16
	32
	16
	0
	0
	0
	0
	0


Table 1: Four filters of the proposed filter-bank.  The coefficients in the table are represented with five-bits of precision.  Also, the phases of the filter are color coded to enhance display.

Selection of the interpolation filter is performed at the encoder and signaled to the decoder.  Signaling for the horizontal and vertical filters is performed independently, and it is included within the enhancement bit-stream. 

Experimental Results
To evaluate the performance of the proposed method, we incorporate the adaptive upsampler into the JSVM1.0 encoder.  The encoder is modified to apply the adaptive upsampler to IntraBL-mode luminance blocks and to signal the interpolation filters in a separate side-channel.  We utilize the filter bank defined in Table 1, and we measure the impact of the adaptive upsampling tool on the compression efficiency of the IntraBL-mode blocks.  We generate a test bitstream using the simulation conditions in Table 2.

Table 2 Simulation condition

	Number of Layers
	2

	GOP Size
	1

	Intra Period 1
	1

	Base Layer
	

	Resolution
	QCIF

	AVC Compatible
	Yes

	FRExt Mode
	No

	Intra mode Usage
	On

	
	

	Enhancement Layer
	

	Resolution
	CIF

	AVC Compatible
	No

	FRExt Mode
	No

	Intra mode Usage
	On


Choosing the filters for each block is accomplished at the encoder and utilizes the following procedure.  First, the cost of signaling each candidate filter is estimated with an adaptive arithmetic code. (Context adaptive coding is not used here although it is possible to further reduce the side-channel bits.) Next, the block is interpolated with each candidate filter and the resulting residual coded with the specified Qp.  The filter is then chosen that minimizes the number of total bits, where total bits is defined as the sum of residual and side-channel bits.  To be clear, this solves the problem



[image: image2.wmf]D

D

t

s

R

F

F

F

=

.

.

min

arg

,
(2)

where F is the set of candidate filters, DF and RF are respectively the distortion and rate of signaling the filter F and coding the interpolation residual with the specified Qp, and 
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where SideF is the cost (in bits) of signaling a specific filter, and ResidualF is the cost (in bits) of transmitting the difference between the upsampled and original high-resolution blocks.  

We process the Mobile and Calendar, Bus, Flower and Paris sequences with Qp values in the range [15,35].  Rate-distortion performance is captured for each enhanced intra-frame by extracting the bit information within the JSVM block decision loop.  In the case of the proposed tool, we extract the bits needed to code the residual as well as the side channel information for the IntraBL mode.  We then extract the bits needed to code the IntraBL residual for the unmodified JSVM.  In both cases, we are only considering the cost of coding the luma channel.  Results appear in Figures 1-4, which contain a representative example from each sequence.  In the figures, the performance of the unmodified JSVM (i.e., without the adaptive upsampler) is denoted by the “JSVM (w/ Six-Tap)” data points.

As can be seen from the figures, the adaptive upsampler improves the performance of the IntraBL blocks for each sequence in the test.  For example, the method provides 0.7 dB of improvement in the Mobile and Calendar sequence when the enhancement PSNR is 38 dB.  For the remaining sequences, the technique provides 0.4 dB of improvement when the enhancement PSNR is 38 dB.  

Performance of the adaptive upsampling method depends on the quality of the base layer data.  This is also evident in the figures, as the gain introduced by the adaptive upsampling tool depends on the enhancement PSNR.  (The experiments utilize the same Qp for both base and enhancement layers, and so the PSNR of the two layers are similar.)  For example, the adaptive upsampler provides 0.9 dB of improvement for the Mobile and Calendar sequence at the 45 dB enhancement point.  The other sequences show additional gains as well.  The Bus, Flower Garden and Paris sequences show an improvement of 0.6 dB, 0.5 dB and 0.7 dB, respectively, at the 45 dB enhancement point.

Conclusion

We propose an upsampling method to improve the compression efficiency of spatially scalable coding.  The technique selects filters on a block-by-block basis and utilizes a four-channel filterbank.  Filter selection is performed at the encoder and signaled to the decoder.  For the case of IntraBL coded blocks, results show a coding improvement of 0.7dB for the Mobile and Calendar sequence and 0.4dB for other sequences, when compared to the current JSVM and encoded with a PSNR of 38dB.  Coding improvements of 0.9dB are observed for high-rate conditions. We propose to the JVT Committee to establish a core experiment to further optimize this method and verify its performance.
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Figure 1: Rate-distortion performance of a frame from the Mobile & Calendar sequence.  The adaptive upsampler provides .7dB of improvement when the PSNR is 38dB, as compared to the current JSVM.  Note that the level of improvement varies relative to the quality of the decoded frame.  For example, the adaptive upsampler provides .9dB of improvement at the 45dB quality point. 
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Figure 2: Rate-distortion performance of a frame from the Bus sequence.  The adaptive upsampler provides .4dB of improvement when the PSNR is 38dB, as compared to the current JSVM.  The amount of improvement increases to .6dB when the PSNR is 45dB.
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Figure 3: Rate-distortion performance of a frame from the Flower Garden sequence.  The adaptive upsampler provides .4dB of improvement when the PSNR is 38dB, as compared to the current JSVM.  The amount of improvement increases to .5dB when the PSNR is 45dB.
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Figure 4: Rate-distortion performance of a frame from the Paris sequence.  The adaptive upsampler provides .4dB of improvement when the PSNR is 38dB, as compared to the current JSVM.  The amount of improvement increases to .7dB when the PSNR is 45dB.
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