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1 Overview

This contribution is related to CE9 and CE10 of SVC [MPEG Doc. N6898] defined in the 71st meeting.

Currently, WD-1.0 [MPEG Doc. N6901] only addresses dyadic spatial scalability, that is, configurations where the ratio between pictures width and height (in terms of number of pixels) of two successive spatial layers equals 2.  This obviously will bring limitation to more general applications.

In the Hong Kong meeting, Thomson proposed a new tool [MPEG Doc. m11669] providing extended spatial scalability, that is, managing configurations where the ratio between pictures width and height of two successive spatial layers is not necessarily equal to a power of 2 and pictures of the higher level can contain regions (typically around picture borders) that are not present in corresponding pictures of the lower level.  The Thomson proposal [MPEG Doc. m11669] extended inter-layer prediction of WD-1.0 [MPEG Doc. N6901] for more generic cases where the ratio between the higher layer and lower layer picture dimensions is not a power of 2.  

In this document, we propose to apply the extended spatial scalability, i.e., non-dyadic scaling with cropping window, to picture level.  We believe this picture-level adaptation will better fit the need of more general applications.  To support the picture-level adaptation of spatial scalability, we will present further refinement of the inter-layer prediction method proposed by Thomson [MPEG Doc. m11669].  In the meanwhile, we will also address several issues overlooked by Thomson in its proposal [MPEG Doc. m11669].  

(Note: The picture-level adaptive cropping idea was first proposed to AVC in the Redmond meeting [JVT Doc. JVT-L015] as an SEI message for the enhancement-layer bitstreams.)

2 Problem to solve

Based on the Thomson proposal [MPEG Doc. m11669], we consider two successive spatial layers, a lower layer (considered as base layer) and a higher layer (considered as enhancement layer), linked by the following geometrical relations (shown in Figure 1).  Width and height of enhancement layer pictures are defined as wenh and henh, respectively.  In the same way, dimensions of a base layer picture are defined as wbase and hbase.  They are a subsampled version of a sub-region of an enhancement layer picture, of dimensions wextract and hextract, positioned at coordinates (xorig , yorig) in the enhancement layer picture coordinates system.  Parameters (xorig , yorig , wextract , hextract , wbase , hbase) completely define the geometrical relations between a higher layer picture and a lower layer picture.

The problem we would like to solve is the encoding/decoding of the macroblocks of the enhancement layer knowing the decoded base layer.  A macroblock of enhancement layer may have either no base layer corresponding block (on borders of the enhancement layer picture) or one to several base layer corresponding macroblocks, as illustrated in Figure 2.  Consequently a different managing of the inter layer prediction than in WD-1.0 [MPEG Doc. N6901] is necessary. 

In the Thomson proposal [MPEG Doc. m11669], wextract and hextract were constrained to be multiple of 16.  We believe this constraint will limit the picture-level adaptation, instead, propose to restrict wextract and hextract to be multiple of 2 in this contribution.  We further require xorig and yorig to be multiple of 2.  This is to avoid the complexity in adjusting for possible phase shift in chroma up/down sampling.  The chroma phase shift problem has been overlooked in both the CE document [MPEG Doc. N6898] and the Thomson proposal [MPEG Doc. m11669].

We will define the following symbols later in Section 5 based on parameters shown in Fig. 1.

· scaled_base_left_offset = xorig
· scaled_base_top_offset = yorig
· scaled_base_right_offset = wenh - xorig - wextract  

· scaled_base_bottom_offset = henh - yorig - hextract  

· scaled_base_width = wextract  

· scaled_base_height = hextract  
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Figure 1: relations between enhancement layer and base layer 
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Figure 2 : macroblock overlapping between upsampled base layer picture (dashed lines) and enhancement layer picture (solid lines)

3 Inter-Layer Motion Prediction

A given high layer macroblock can exploit inter-layer prediction using scaled base layer motion data using either “BASE_LAYER_MODE” or “QPEL_REFINEMENT_MODE”.  As in WD-1.0 [MPEG Doc. N6901], these macroblock modes indicate that the motion/prediction information including macroblock partitioning is directly derived from the base layer.  A prediction macroblock, MB_pred, can be constructed by inheriting motion data from base layer.  When using “BASE_LAYER_MODE”, the macroblock partitioning as well as the reference indices and motion vectors are those of the prediction macroblock MB_pred.  “QPEL_REFINEMENT_MODE” is similar, but with a quarter-sample motion vector refinement.  

Thomson proposed [MPEG Doc. m11669] to derive MB_pred works in the following four steps:

· for each 4x4 block of MB_pred, inheritance of motion data from the base layer motion data, 

· partitioning choice for each 8x8 block of MB_pred, 
· mode choice for MB_pred, and

· motion vector scaling

Sharp basically support the framework introduced by Thomson [MPEG Doc. m11669], but have modifications in several equations to support the picture-level adaptation.  

3.1 4x4 block inheritance 

Let’s consider a 4x4 block b.  The process consists of checking each of the four corners of this block (as shown in Figure 3).  Let (x, y) be the position of a corner pixel c in the high layer coordinates system.  Let (xbase, ybase) the corresponding position in the base layer coordinates system, defined as follows:
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(1)
where the operator “//” is defined as a simplified form of division, and
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and
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with Int(X) returns the integer part of X.

The co-located macroblock of pixel (x, y) is then the base layer macroblock that contains pixel (xbase, ybase).  In the same way, the co-located 8x8 block of pixel (x, y) is the base layer 8x8 block containing pixel (xbase, ybase) and the co-located 4x4 block of pixel (x, y) is the base layer 4x4 block containing pixel (xbase, ybase).
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Figure 3: pixels of 4x4 block b, with 4 corners c1…c4
The motion data inheritance process for b is the following:

· for each corner c, the reference index r(c,listx) and motion vector mv(c,listx) of each list listx (listx=list0 or list1) are set to those of the co-located base layer 4x4 block

· for each corner, if the co-located macroblock does not exist or is in intra mode, then b is set as an intra block

· else, for each list listx
· if none of the corners uses this list, no reference index and motion vector for this list is set to b
· else

· the reference index rb(listx) set for b is the minimum of the existing reference indices of the 4 corners:
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(5)
· the motion vector mvb(listx) set for b is the mean of existing motion vectors of the 4 corners, having the reference index rb(listx).

3.2 8x8 partitioning choice  

Once each 4x4 block motion data has been set, a merging process is necessary in order to determine the actual partitioning of the 8x8 block it belongs to and to avoid forbidden configurations.  In the following, 4x4 blocks of an 8x8 block are identified as indicated in Figure 4. 
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Figure 4: 4x4 blocks of 8x8 block B
For each 8x8 block B, the following process is applied:

· if the 4 4x4 blocks have been classified as intra blocks, B is considered as an intra block.

· else, B partitioning choice is achieved:

· The following process for assigning the same reference indices to each 4x4 block is applied:


for each list listx
· if no 4x4 block uses this list, no reference index and motion vector of this list are set to B
· else

· reference index rB(listx) for B is computed as the minimum of the existing reference indices of the 4 4x4 blocks:
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(6)
· mean motion vector mvmean(listx) of the 4x4 blocks having the same reference index rB(listx) is computed

· 4x4 blocks (1) classified as intra blocks or (2) not using this list or (3) having a reference index rb(listx) different from rB(listx) are enforced to have rB(listx) and mvmean(listx) as reference index and motion vector.

· Then the choice of the partitioning mode for B is achieved. Two 4x4 blocks are considered as identical if their motion vectors are identical. The merging process is applied as follows:

· if b1 is identical to b2 and b3 is identical to b4 then 

· if b1 is identical to b3 then BLK_8x8 is chosen

· else BLK_8x4 is chosen

· else if b1 is identical to b3 and b2 is identical to b4 then BLK_4x8 is chosen

· else BLK_4x4 is chosen

3.3 Prediction macroblock mode choice  

A final process is achieved to determine the MB_pred mode. In the following, 8x8 blocks of the macroblock are identified as indicated in Figure 5. 
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Figure 5: 8x8 blocks of prediction MB

Two 8x8 blocks are considered as identical blocks if:

· One or both of the two 8x8 blocks are classified as intra blocks

or

· Partitioning mode of both blocks is BLK_8x8 and reference indices and motion vectors of list0 and list1 of each 8x8 block, if they exist, are identical.

The mode choice is done using the following process:

· if all 8x8 blocks are classified as intra blocks, then MB_pred is classified as INTRA macroblock

· else, MB_pred is an INTER macroblock. Its mode choice is achieved as follows:

· 8x8 blocks classified as intra are enforced to BLK_8x8 partitioning. Their reference indices and motion vectors are computed as follows. Let BINTRA be such a 8x8 block.


for each list listx
· if no 8x8 block uses this list, no reference index and motion vector of this list is assigned to BINTRA
· else, the following steps are applied:

· a reference index rmin(listx) is computed as the minimum of the existing reference indices of the 8x8 blocks:
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(7)
· a mean motion vector mvmean(listx) of the 4x4 blocks having the same reference index rmin(listx) is computed

· rmin(listx) is assigned to BINTRA and each 4x4 block of BINTRA is enforced to have rmin(listx) and mvmean(listx) as reference index and motion vector.

· Then the choice of the partitioning mode for B is achieved. Two 8x8 blocks are considered as identical if their Partitioning mode is BLK_8x8 and reference indices and motion vectors of list0 and list1 of each 8x8 block, if they exist, are identical. The merging process is applied as follows:

· if B1 is identical to B2 and B3 is identical to B4 then 

· if B1 is identical to B3 then MODE_16x16 is chosen.

· else MODE_16x8 is chosen.

· else if B1 is identical to B3 and B2 is identical to B4 then MODE_8x16 is chosen.

· else MODE_8x8 is chosen. 

3.4 Motion vectors scaling  

A motion vector rescaling is applied to every existing motion vectors of the prediction macroblock MB_pred as derived in Section 3.3.  A Motion vector mv = (dx, dy) is scaled in the vector mvs = (dsx, dsy) using the following equations:
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(8)

where sign[x] is equal to 1 when x is positive, (-1) when x is negative, and 0 when x equals 0.  The symbols with subscript “r” represent the geometrical parameters of the corresponding reference picture.  

(Note: Eq.8 is different from the Thomson proposal [MPEG Doc. m11669].  The purpose of the new Eq. 8 is to have good compensation for possible panning of the cropping window.  An implicit assumption is that the spatial scaling ratios do not change dramatically within a short time interval.  However, when the scaling ratios do change quickly, a reasonable encoder should be able to automatically avoid choosing inter-layer motion prediction for the enhancement layer pictures.  Eq. 8 can be considered as a zero-order approximation of the difference between cropping parameters.  There will be a slight performance improvement if the first-order or higher-order approximation is applied here.)

4 Inter-Layer texture Prediction

4.1 Texture upsampling 

Inter layer texture prediction is based on the same principles as inter layer motion prediction.  Base layer texture upsampling is achieved applying the two-lobed or three-lobed Lanczos-windowed sinc functions [K. Turkowski 90].  These filters, widely used in graphics applications, are considered to offer the best compromise in terms of reduction of aliasing, sharpness, and minimal ringing.  The two-lobed Lanczos-windowed sinc function is defined as follows:
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(9)

This upsampling step may be processed either on the full frame or block by block.  For Intra texture prediction, repetitive padding is used at frame boundaries.  For residual prediction, repetitive padding is used at block boundaries (4x4 or 8x8 depending on the transform).

(Note: The Thomson proposal [MPEG Doc. m11669] did not cover the detailed procedure as how to apply the filter for upsampling.)

According to the Lanczos2 function, we defined the following 16 4-tap upsampling filters (as in Table.1) for the 16 different interpolation phases in units of one-sixteenth sample spacing relative to the sample grid of corresponding component in the base layer picture.

For a luma sample in the current layer at position (x, y), the phase shift relative to the corresponding samples in the base layer picture shall be derived as 
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Table 1: 4-tap interpolation filters for upsampling

[image: image16.wmf]e[-1]

e[0]

e[1]

e[2]

0

0

128

0

0

1

-4

127

5

0

2

-8

124

13

-1

3

-10

118

21

-1

4

-11

111

30

-2

5

-11

103

40

-4

6

-10

93

50

-5

7

-9

82

61

-6

8

-8

72

72

-8

9

-6

61

82

-9

10

-5

50

93

-10

11

-4

40

103

-11

12

-2

30

111

-11

13

-1

21

118

-10

14

-1

13

124

-8

15

0

5

127

-4

(4-tab) interpolation filter coefficients

phase


For a chroma sample in the current layer at position (xc, yc) in the chroma sample coordinate system, the phase shift relative to the corresponding samples in the base layer picture shall be derived as 
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where we define
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(Note: This also takes care of the possible chroma format change as in Requirement 12 in the JSVC requirement document [MPEG Doc. N6880].)

According to each phase shift derived, a 4-tap filter can be chosen from Table.1 for interpolation.  

Based on the similar technique, a group of down-sampling filters can be defined.  We won’t go to the details of this in the contribution since it is not a normative part of the proposal.

4.2 Inter-Layer Intra texture Prediction 

For generating the intra prediction signal for macroblocks coded in I_BL mode, the co-located blocks (if any) of the base layer signals are directly de-blocked and interpolated.  For 4 input samples (X[n-1], X[n], X[n+1], X[n+2]), the output value Y of a 4-tap interpolation filter shall be derived as 

Y = Clip1Y( (e[-1]X[n-1] + e[0]X[n] + e[1]X[n+1] + e[2]X[n+2] + 64) / 128 )


(18)

for luma sample, or

Y = Clip1C( (e[-1]X[n-1] + e[0]X[n] + e[1]X[n+1] + e[2]X[n+2] + 64) / 128 )


(19)

for Chroma sample.

Since rounding operations are applied in Eqs. 18-19, the filtering order as horizontally first or vertically first has to be specified.  We recommend filter operations in the horizontal direction first and then followed by filter operations in the vertical direction.  This upsampling process is invoked only when extended_spatial_scalability (as syntax to be defined in Section 5) is enabled.

After the upsampling filter operation, constant values shall be used to fill the image regions outside of the cropping window.  The constant shall be (1<<(BitDepthY – 1)) for luma or (1<<(BitDepthC – 1)) for chroma.

In WD-1.0 [MPEG Doc. N6901], the I_BL mode requires all the corresponding base-layer macroblocks are intra-coded.  There will be some benefit in coding performance if we relax the requirement and allow the corresponding base-layer macroblocks be inter-coded or not-existing.  (Note: When constrained_intra_pred_flag is 0 in the AVC-compliant base layer, that requirement becomes meaningless.  This is somewhat similar to enabling the macro UNRESTRICTED_INTER_LAYER_PREDICTION in the JSVM software.) 

4.3 Inter-Layer Residual Prediction 

Similar to Section 4.2, the same 4-tap filters shall be applied when upsampling the base layer residuals, but with different rounding and clipping functions from that in Eqs.18-19.

For 4 input residual samples (X[n-1], X[n], X[n+1], X[n+2]), the output value Y of the filter shall be derived as 

Y = Clip1Y, r( (e[-1]X[n-1] + e[0]X[n] + e[1]X[n+1] + e[2]X[n+2]) / 128 )


(20)

for luma residual sample, or

Y = Clip1C, r( (e[-1]X[n-1] + e[0]X[n] + e[1]X[n+1] + e[2]X[n+2]) / 128 )


(21)

for Chroma residual sample.

The clipping functions for residual upsampling are defined as:

Clip1Y, r( x ) = Clip3( 1 - ( 1<<BitDepthY ), ( 1<<BitDepthY ) - 1, x )



(22)

Clip1C, r( x ) = Clip3( 1 - ( 1<<BitDepthC ), ( 1<<BitDepthC ) - 1, x )



(23)

Again similarly, after the upsampling filter operation, constant values shall be used to fill the pixel positions where residual prediction is not available, including image regions outside of the cropping window.  The constant shall be 0 for all color components.

5 Changes in Syntax and Semantics 

5.1 Syntax in tabular form

Proposed changes are indicated in red characters.  The main changes are the addition in the sequence parameter set of a symbol extended_spatial_scalability, and accordingly four parameters (scaled_base_left_offset_divided_by_two, scaled_base_top_offset_divided_by_two, scaled_base_right_offset_divided_by_two, scaled_base_bottom_offset_divided_by_two) in sequence parameter set and slice_data_in_scalable_extension( ) related to the geometrical transformation to be applied in the base layer upsampling process.  

(Note: The Thomson proposal [MPEG Doc. m11669] did not explicitly define additional syntax elements in slice_data_in_scalable_extension( ).)

5.1.1 Sequence parameter set syntax in scalable extension

	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  100  | |  profile_idc  = =  110  | |


 profile_idc  = =  122  | |  profile_idc  = =  144  | |


 profile_idc  = =  83 ) ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

if( chroma_format_idc  = =  3 )
	
	

	


residual_colour_transform_flag
	0
	u(1)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

qpprime_y_zero_transform_bypass_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag )
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
extended_spatial_scalability
	0
	u(2)

	
if( extended_spatial_scalability == 1 ) {
	
	

	

scaled_base_left_offset_divided_by_two
	0
	ue(v)

	

scaled_base_top_offset_divided_by_two
	0
	ue(v)

	

scaled_base_right_offset_divided_by_two
	0
	ue(v)

	

scaled_base_bottom_offset_divided_by_two
	0
	ue(v)

	
}
	
	

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	

	}
	
	


5.1.2 Slice data syntax in scalable extension

	slice_data_in_scalable_extension( ) {
	C
	Descriptor

	
if( extended_spatial_scalability == 2 ) {
	
	

	

scaled_base_left_offset_divided_by_two
	2
	ue(v)

	

scaled_base_top_offset_divided_by_two
	2
	ue(v)

	

scaled_base_right_offset_divided_by_two
	2
	ue(v)

	

scaled_base_bottom_offset_divided_by_two
	2
	ue(v)

	
}
	
	

	
if( extended_spatial_scalability )
	
	

	

HalfSpatResBaseFlag = 0
	
	

	
else
	
	

	

HalfSpatResBaseFlag = half_spat_res_base_pic( )
	
	

	
while( !byte_aligned( ) )
	
	

	

cabac_alignment_one_bit
	2
	f(1)

	
CurrMbAddr = first_mb_in_slice * ( 1 + MbaffFrameFlag )
	
	

	
do {
	
	

	

if( MbaffFrameFlag && ( CurrMbAddr % 2  = =  0 ) )
	
	

	


mb_field_decoding_flag
	2
	ae(v)

	

macroblock_layer_in_scalable_extension( )
	2 | 3 | 4
	

	

if( MbaffFrameFlag && ( CurrMbAddr % 2  = =  0 ) )
	
	

	


moreDataFlag = 1
	
	

	

else {
	
	

	


end_of_slice_flag
	2
	ae(v)

	


moreDataFlag = ! end_of_slice_flag
	
	

	

}
	
	

	

CurrMbAddr = NextMbAddress( CurrMbAddr )
	
	

	
} while( moreDataFlag )
	
	

	}
	
	


5.1.3 Macroblock layer syntax in scalable extension 

	macroblock_layer_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_id_plus1  !=  0  &&  adaptive_prediction_flag ) {
	
	

	

base_mode_flag
	2
	ae(v)

	

if( ! base_mode_flag  &&  



(HalfSpatResBaseFlag  ||  extended_spatial_scalability)  &&



! intra_base_mb( CurrMbAddr ) )
	
	

	


base_mode_refinement_flag
	2
	ae(v)

	
}
	
	

	
if( ! base_mode_flag  &&  ! base_mode_refinement_flag ) {
	
	

	

mb_type
	2
	ae(v)

	

if( mb_type  = =  I_NxN  &&  base_id_plus1  !=  0 )
	
	

	


intra_base_flag
	2
	ae(v)

	
}
	
	

	
if( mb_type  = =  I_PCM ) {
	
	

	

while( !byte_aligned( ) )
	
	

	


pcm_alignment_zero_bit
	2
	f(1)

	

for( i = 0; i < 256; i++ )
	
	

	


pcm_sample_luma[ i ]
	2
	u(v)

	

for( i = 0; i < 2 * MbWidthC * MbHeightC; i++ )
	
	

	


pcm_sample_chroma[ i ]
	2
	u(v)

	
} else {
	
	

	

NoSubMbPartSizeLessThan8x8Flag = 1
	
	

	

if( mb_type  !=  I_NxN  &&




MbPartPredMode( mb_type, 0 )  !=  Intra_16x16  &&



NumMbPart( mb_type )  = =  4 ) {
	
	

	


sub_mb_pred_in_scalable_extension( mb_type )
	2
	

	


for( mbPartIdx = 0; mbPartIdx < 4; mbPartIdx++ )
	
	

	



if( sub_mb_type[ mbPartIdx ]  !=  B_Direct_8x8 ) {
	
	

	




if( NumSubMbPart( sub_mb_type [ mbPartIdx ] )  >  1 )
	
	

	





NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	



} else if( !direct_8x8_inference_flag )
	
	

	




NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	

} else {
	
	

	


if( transform_8x8_mode_flag  &&  mb_type  = =  I_NxN )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	


mb_pred_in_scalable_extension( mb_type )
	2
	

	

}
	
	

	

if( MbPartPredMode( mb_type, 0 )  !=  Intra_16x16 ) {
	
	

	


coded_block_pattern
	2
	ae(v)

	


if( CodedBlockPatternLuma > 0  &&





 transform_8x8_mode_flag  &&  mb_type  !=  I_NxN  &&





 NoSubMbPartSizeLessThan8x8Flag  &&





 !( MbPartPredMode( mb_type, 0 )  = =  B_Direct_16x16  &&






!direct_8x8_inference_flag ) )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	

}
	
	

	

if( CodedBlockPatternLuma > 0  | |  CodedBlockPatternChroma > 0  | |



MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 ) {
	
	

	


mb_qp_delta
	2
	ae(v)

	


residual_in_scalable_extension( )
	3 | 4
	

	

}
	
	

	
}
	
	

	}
	
	


5.2 Semantics

5.2.1 Sequence parameter set syntax in scalable extension

extended_spatial_scalability specifies the presence of syntax elements related to geometrical parameters for the base layer upsampling.  When extended_spatial_scalability is equal to 0, no geometrical parameter is present in the bitstream.  When extended_spatial_scalability is equal to 1, geometrical parameters are present in the sequence parameter set.  When extended_spatial_scalability is equal to 2, geometrical parameters are present in slice_data_in_scalable_extension.  The value of 3 is reserved for extended_spatial_scalability.  When extended_spatial_scalability is not present, it shall be inferred to be equal to 0.

scaled_base_left_offset_divided_by_two specifies half of the horizontal offset between the upper-left pixel of the upsampled base layer picture and the upper-left pixel of the current picture.  When scaled_base_left_offset_divided_by_two is not present, it shall be inferred to be equal to 0.
scaled_base_top_offset_divided_by_two specifies half of the vertical offset of the upper-left pixel of the upsampled base layer picture and the upper-left pixel of the current picture.  When scaled_base_top_offset_divided_by_two is not present, it shall be inferred to be equal to 0.
scaled_base_right_offset_divided_by_two specifies half of the horizontal offset between the bottom-right pixel of the upsampled based layer picture and the bottom-right pixel of the current picture.  When scaled_base_right_offset_divided_by_two is not present, it shall be inferred to be equal to 0.
scaled_base_bottom_offset_divided_by_two specifies half of the vertical offset between the bottom-right pixel of the upsampled based layer picture and the bottom-right pixel of the current picture.  When scaled_base_bottom_offset_divided_by_two is not present, it shall be inferred to be equal to 0.

All geometrical parameters are specified as unsigned integer in units of one-sample spacing relative to the luma sampling grid in the current layer.
Several additional symbols (scaled_base_left_offset, scaled_base_top_offset, scaled_base_right_offset, scaled_base_bottom_offset, scaled_base_width, scaled_base_height) are then defined based on the geometrical parameters:
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(Note: the definitions of scaled_base_right_offset and scaled_base_bottom_offset are different from the Thomson proposal [MPEG Doc. m11669].)

5.2.2 Slice data syntax in scalable extension

Semantics of the syntax elements in the slice data are identical to that of the same syntax elements in the sequence parameter set.

6 Decoding Process

6.1 Decoding process for prediction data
Compared to WD-1.0 [MPEG Doc. N6901], the following processes have to be added.

For each macroblock, the following applies.

· If extended_spatial_scalability is equal to 1 or 2 and base_layer_mode_flag is equal to 1, the motion vector field including the macroblock partitioning is derived using the process described in Section 3.  As in WD-1.0 [MPEG Doc. N6901], if all corresponding base-layer macroblocks are intra-coded, the current macroblock mode is set to I_BL.
· else, if extended_spatial_scalability is equal to 1 or 2 and base_layer_mode_flag is equal to 0 but base_layer_refinement is equal to 1, the base layer refinement mode is signaled.  The base layer refinement mode is similar to the base layer prediction mode.  The macroblock partitioning as well as the reference indices and motion vectors are derived following Section 3.  However, for each motion vector a quarter-sample motion vector refinement mvd_ref_lX (-1, 0, or +1 for each motion vector component) is additionally transmitted and added to the derived motion vectors.

The rest of the process is identical as in WD-1.0 [MPEG Doc. N6901]. 

6.2 Decoding process for subband pictures
Compared to WD-1.0 [MPEG Doc. N6901], the following processes have to be added.

If extended_spatial_scalability is equal to 1 or 2, intra prediction signal for an MB in I_BL mode is generated by the following process.

· The collocated base layer blocks / macroblocks are filtered. 

· The intra prediction signal is generated by interpolating the deblocked.  The interpolation is performed using process described in section 4.

The rest of the process is identical as in WD-1.0 [MPEG Doc. N6901]. 

Otherwise, if extended_spatial_scalability is equal to 1 or 2, and residual_prediction_flag is equal to 1, the following applies.

· The residual signal of the base layer blocks is upsampled and added to the residual signal of the current macroblock.  The interpolation is performed using process described in section 4.

6.3 Changes to loop filter
When extended_spatial_scalability is equal to 1 or 2, a minor change should apply to the loop filter during filter strength decision for a block in I_BL mode.  

· If the neighboring block is intra-coded but not in I_BL mode, the Bs is 4 (this first part is as same as in WD-1.0 [MPEG Doc. N6901]).  

· Otherwise, if any of the adjacent blocks has coefficient, the Bs is 2.  

· Otherwise, if the neighboring block is not in I_BL mode, the Bs is 1.  

· Otherwise, Bs is 0.

(Note: This is to avoid over filtering of prediction from the base layer.  In a sense, the I_BL mode could be considered as an Inter mode so the filtering decision should also be consistent with the existing AVC design.)

7 Coding Performance

The proposed algorithm has been implemented based on JSVM 1.0.  Experiments are conducted using two test sequences: Crew and City.  Each sequence is coded in two layers.  The base layer is CIF resolution at 30 fps, and the enhancement layer is 4CIF resolution also at 30 fps.  The base layer raw data are generated by cropping the 4CIF picture and then down-sampling it to CIF resolution.  Figure 6 shows the cropping parameters used in the experiments (xorig , yorig , and the average scaling factor for each frame).  The scaling factor was set in the range of [1.0, 2.0] for the experiments.
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Figure 6. Cropping parameters used in the experiments.

Figure 7 showed PSNR comparison between the proposed method and the typical dyadic scalable coding option.  The PSNR values of the enhancement layer (4CIF-30fps) video are pretty close to each other.  The lower-layer PSNR values are very different because the actual contents are not the same.
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Figure 7. PSNR comparison between the proposed non-dyadic scalable coding

and the typical dyadic scalable coding.

8 Summary

We have demonstrated the performance of non-dyadic spatial scalable video coding with picture-level cropping parameters.  The experiments showed no drawback in coding efficiency comparing to the typical dyadic scalable coding without cropping window.  The picture-level adaptive spatial scalability will be a better solution to more general applications, and will also provide better support for ROI coding.  Simplifications introduced in Thomson’s new proposal (JVT-O040) for Generic Extended Spatial Scalability in the Busan meeting can be easily integrated with the picture-level adaptation option.  We propose that JVT adopt the feature into the scalable video coding extension.  
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