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1.
JVT Meeting Report Introduction and Overview

The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 15th meeting during 16‑22 April 2005 in Busan, Korea. The JVT meeting was held under the dual chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany), with co‑chair support from Dr. Thomas Wiegand (HHI/Germany) and Dr. Ajay Luthra (Motorola/USA).  The JVT meetings opened at approximately 9:30 am on Saturday 16 April 2005 and closed at 12:45 pm on Friday 22 April 2005.  Approximately 115 people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting).  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG).  The subject matter of these activities consisted of work on video coding.
The JVT expresses its appreciation to WG 11 (MPEG) and to the Korean National Body of WG 11 for hosting the Busan meetings.  In particular, the JVT thanks Dr. Jae-Hyeon Cha from the Korean Agency for Technology and Standards, and also Mr. Sung-Wook Jung from Korean Standards Association for taking the bulk of the organizational effort.  The JVT also thanks the sponsors listed as follows: Samsung Electronics / Samsung Advanced Institute of Technology, Electronics and Telecommunications Research Institute, Busan Metropolitan City, and the Korean National Tourism Organization.
2.
Documents of the JVT meeting
2.1
Pre-registered documents
NOTE – The list below is hyperlinked.  The use of "control+left-click" on an item in the list will navigate to the location in this report at which the primary discussion of the document is found.
JVT-O000 Emailed [G.J. Sullivan] List of documents of Busan meeting
JVT-O001 Output [G.J. Sullivan] Report of Busan meeting
JVT-O002 [G.J. Sullivan] Report of Hong Kong meeting
JVT-O003 [G.J. Sullivan, A. Luthra, T. Wiegand] AHG Report: Proj mgmt & errata
JVT-O004 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text & s/w
JVT-O005 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance
JVT-O006 [J. Ridge, U. Benzler] AHG Report: SVC core experiments
JVT-O007 [J. Ridge, M. Wien, H. Schwarz, J. Reichel] AHG Report: JSVM, WD, SVC s/w
JVT-O008 P2.2/3.1 [S. Sun, E. François] Ext. Spatial SVC with Picture-level Adaptation
JVT-O009 P2.0 [J. Reichel, D. Santa Cruz, F. Ziliani] Improving temporal process
JVT-O010 P2.2/3.1 [A. Segall, S. Lei] Upsampling for Spatially Scaleable Coding
JVT-O011 P2.2.1/3.1 [Y.-K. Wang, et al] On SVC high-level syntax
JVT-O012 P2.2.1/3.1 [Y.-K. Wang, M.M. Hannuksela] Scalability information SEI for SVC
JVT-O013 P2.2/3.1 [H. Yu] Performance improved 4:4:4 coding for MPEG-4p10/H.264
JVT-O014 Info [G. Sullivan] One-page at 12-point font on scalar quantization
JVT-O015 P2.2.1/3.1 [X. Wang, et al] Simplified update step for MCTF
JVT-O016 P(NN)2.2/3.1 [W. Yuan] Rate control scheme for H.264/AVC
JVT-O017 D [A. Tourapis, K. Sühring, T. Wiegand] Update of reference software manual
JVT-O018 P2.2/3.1 [S. Jeong]  SVC CE2: Adaptive GOP Structure for Coding Efficiency
JVT-O019 Info [T. Kimoto] SVC CE4 Verification
JVT-O020 P2.2/3.1 [W.-H. Peng, T. Chiang, H.-M. Hang] SVC ROI Selective Enhancement
JVT-O021-L P2.2/3.1 [W. Choi, B. Jeon] SVC CE3 Improved entropy coding efficiency
JVT-O022 Info [W. Choi, B. Jeon] SVC CE2 Verification
JVT-O023 P2.2 [S.-W. Park, J.-H. Park, D.H. Yoon, B.-M. Jeon] Intra BL pred. & phase shift
JVT-O024 P2.2.1/3.1 [I.-H. Shin, H.-W. Park] Down/up-sampling methods for SVC
JVT-O025 P2.2/3.1 [S. Sakazume, et al] Spatial scalability with partial geometric transform
JVT-O026 P2.2 [M.H. Lee, et al] SVC Invocation of the inverse MCTF process
JVT-O027 P2.2 [C.P. Ong, et al] SVC MMCO for picture duplication
JVT-O028 P2.2 [C.S. Lim, et al] SVC prop. reduced-memory MCTF
JVT-O029 P2.2 [L. Xiong] Improving enhancement layer intra prediction
JVT-O030 P2.2.1 [Y. Chen, J. Xu, F. Wu] Improvement of the update step in JSVM
JVT-O031-W [Withdrawn] Withdrawn
JVT-O032-W [Withdrawn] Withdrawn
JVT-O033-L Info [H.-C. Choi] SVC CE3 verification results
JVT-O034 Info [L. Blaszak] SVC CE8 Spiral Scan results
JVT-O035 Info [L. Blaszak] SVC CE2 verification results
JVT-O036 Info [L. Blaszak] Comparison of spiral and raster scan
JVT-O037 P2.2/3.1 [T.C. Thang, et al] Spatial Scalability Multiple ROIs for Surv.
JVT-O038 Info [E. François, J. Vieron] SVC CE9: Spatial Scalability with Crop
JVT-O039 Info [E. François, J. Vieron] SVC CE10: Extended Spatial Scalability
JVT-O040 P2.2/3.1 [E. François, J. Vieron] Prop. for CE9 Spat. Scal. with Crop
JVT-O041 P2.2/3.1 [E. François, J. Vieron] Prop. 1 for CE10 Generic Ext. Spat. SVC
JVT-O042 P2.2/3.1 [E. François, J. Vieron] Prop. 2 for CE10 Spat. SVC Inter-layer
JVT-O043 PM Info [E. François, J. Vieron] SVC CE5 verification
JVT-O044 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SVC CE5 Quality layers
JVT-O045 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Scaling factor in JSVM
JVT-O046 PM Info [V. Bottreau] Improved FGS for JSVM
JVT-O047 Info [V. Bottreau] Info doc on improved SNR scalability JVT-O060 verif.
JVT-O049 P2.2 [Berthelot, et al] SVC storage and transport with MGS
JVT-O050 Info [I. Amonou, et al] Verification of RWTH deblocking
JVT-O051-L Info [I. Amonou, et al] SVC CE10 verif. of extended spatial scalability
JVT-O052 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE6 Proposal
JVT-O053 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE7 Proposal
JVT-O054-L P2.2.1/3.1 [Y. Bao, M. Karczewicz, J. Ridge, X. Wang] FGS for Low Delay
JVT-O055 P2.2.1/3.1 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] FGS coding eff. enh.
JVT-O056 P2.2.1/3.1 [Z.K. Lu, et al] ROI based SVC
JVT-O057 Info [S. Jeong, M. Park, G. Kim, K. Kim] SVC CE8 Verification
JVT-O058 P2.2 [K. Lee] SVC CE4 Virtual base layer motion for temporal enh.
JVT-O059 Info [Z. Li] Verif of JVT-O028 reduced-memory MCTF
JVT-O060 P2.2 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SNR scalability for JSVM
JVT-O061 Info [D. Santa Cruz, et al] SVC CE9 Verif.: Spat. scalability with cropping
JVT-O062 P2.2 [K. Lee] Closed-loop update-step in MCTF for SVC
JVT-O063 P2.2 [K. Lee, B.-K. Lee] Symbol prediction technique for SVC
JVT-O064 P2.2 [K. Lee] Adaptive quantization technique for SVC
JVT-O065 P2.2 [K. Lee] Improved Intra-BL coding for SVC
JVT-O066-L P2.2/3.1 [T. Wedi and S. Wittman] R-D estimation of quant offset params
JVT-O067 P2.0 [K. Hanke, et al] Improved deblocking for open-loop MCTF in the JSVM
JVT-O068 Info [M. Wien, S. Kamp] QP settings and RD performance in the JSVM
JVT-O069 P2.2/3.1 [P. Amon, M. Kapralov] Adaptive Quantization Offset
JVT-O070-W [Withdrawn] Withdrawn
JVT-O071 Info [H. Schwarz] SVC CE6 Verification
JVT-O072 Info [H. Schwarz] SVC CE7 Verification
JVT-O073 P2.0/3.1 [H. Schwarz, D. Marpe, T. Wiegand] Prog. refinement for 8x8 blocks
JVT-O074 Info [H. Schwarz, D. Marpe, T. Wiegand] Constrained inter-layer prediction
JVT-O075-W [Withdrawn] Withdrawn
JVT-O076-L Info [P. Onno, F. Le Léannec] SVC CE5 Verification
JVT-O077 P2.2 [C. Ying, Z. Jiefu, Y. Peng, F. Edouard] Chroma up/downsampling for SVC
JVT-O078 P2.2 [C. Ying, Z. Jiefu, Y. Peng, P. Purvin] New 4:2:0 format
JVT-O079 D [K.P. Lim, G. Sullivan, T. Wiegand] Enhancements to JM text
JVT-O080 PM Info [M. Jeanne, et alV. Bottreau] CABAC variation and options for error resilience
JVT-O081-L Info [M. Zhou] Verification of JVT-O015 simplified update MCTF
2.2
Major output documents
(Dates listed are planned dates of availability.  Note that documents JVT-O001, JVT-O017, and JVT-O079 should also be considered output documents.)
JVT-O201/N7086 Working Draft 2 of Scalable Video Coding [05/05/20]
JVT-O202/N7084 Joint Scalable Video Model (JSVM) 2 [05/05/20]
JVT-O203/N7085 JSVM 2 Software [05/05/20]
JVT-O204/N7083 Text of Corr. to ITU-T Rec. H.264 | ISO/IEC 14496-10 AVC [05/05/13]
JVT-O205/N7081 Updated Text of ITU-T Rec. H.264 | ISO/IEC 14496-10 AVC [05/05/20]
JVT-O206/N7082 Disposition of WG 11 NB Comments on DCOR Ballot [05/04/22]
2.3
SVC core experiment output documents

JVT-O301 Core experiment   1: Memory management for MCTF process
JVT-O302 Core experiment   2: Improved deblocking filter settings
JVT-O303 Core experiment   3: Coding efficiency improvement of entropy coding
JVT-O304 Core experiment   4: Inter-layer motion prediction

JVT-O305 Core experiment   5: Quality layers

JVT-O306 Core experiment   6: Improvement of update step

JVT-O307 Core experiment   7: Enhancement layer intra prediction

JVT-O308 Core experiment   8: Region-of-interest coding

JVT-O309 Core experiment   9: Improved quantization

JVT-O310 Core experiment 10: Extended spatial scalability

JVT-O311 Core experiment 11: FGS ordering

JVT-O312 Core experiment 12: Weighted prediction FGS coding of closed-loop P frames
3.
JVT Administrative topics

3.1
Administrative documents
JVT-O000 [G.J. Sullivan] List of documents of Busan meeting

Output document listing the documents of the meeting as in the previous section.
JVT-O001 Output [G.J. Sullivan] Report of Busan meeting

This document.
JVT-O002 [G.J. Sullivan] Report of Hong Kong meeting

The report of the Hong Kong JVT meeting – no problems in the report were noted.
JVT-O003 [G.J. Sullivan, A. Luthra, T. Wiegand] AHG Report: Proj mgmt & errata

Ad hoc report summarizing current work and errata reports.  Errata reports were particularly focused on during discussion.  The status described in the document (r2 version) was agreeable to the group.
JVT-O004 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text & s/w
Ad hoc report summarizing work on software and JM algorithm description text.
JVT-O005 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

Ad hoc report summarizing work on bitstream exchange and conformance specification.
JVT-O006 [J. Ridge, U. Benzler] AHG Report: SVC core experiments

Ad hoc report describing status of SVC core experiments.
JVT-O007 [J. Ridge, M. Wien, H. Schwarz, J. Reichel] AHG Report: JSVM, WD, SVC s/w
Ad hoc report on status of JSVM and SVC WD texts and SVC software.
3.2
IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.
Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.
3.3
Late documents

No objections were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late.
4.
JVT Scalable video coding work
4.1
Tools of H.264/MPEG-4 AVC not supported in JSVM 1.0 software

Side activity report: A study of tools not supported in JSVM 1.0 software was provided by Thomas Wiegand and Heiko Schwarz as follows:

· 8.2.1.2. 
Picture Order Count type 1

· 8.2.1.3. 
Picture Order Count type 2

· 8.2.2. 
FMO (more than 1 slice group) (being worked on in CE8)
· 8.2.3. 
Slice data partitioning

· 8.2.5.4. 
MMCO commands (exception MMCO 2)

· 8.3.5. 
I_PCM macroblock mode

· 8.4.1.2.2. 
Spatial direct re-defined (does not use co-located block)

· 8.4.1.2.3. 
Temporal direct mode (being worked on in CE4)
· 8.4.2.3.2. 
Weighted sample prediction process

· 8.5.13. 
Residual colour transform

· 8.6. 
SP and SI slices / macroblocks

· 9.2. 
CAVLC

· more than 1 slice per picture

· Long-term reference pictures

· 4:2:2, 4:4:4 chroma sampling

· 10, 12 bit

· lossless mode

· scaling matrizes need to be checked

· cropping (being worked on in CE10)
· interlace (being worked on)
It was suggested that someone should volunteer to coordinate efforts toward adding such missing functionality into the software.  The JVT thanks Greg Cook (Thomson) for his generous acceptance of this task.

4.2
SVC core experiment 1: Low-delay SVC
Basic idea of the core experiment: Achieve SVC functionality with reduced delay.  No contributions were submitted in this category.
4.3
SVC core experiment 2: Adaptive GOP structure (non-normative)
Basic idea of the core experiment: Consider encoder functionality to adapt GOP size by considering temporal characteristics of the input video.
See also SVC high-level syntax section.
JVT-O018 P2.2/3.1 [S. Jeong]  SVC CE2: Adaptive GOP Structure for Coding Efficiency

Summary notes:


Adapt GOP size by considering temporal characteristics. PSNR gain in high motion sequences 0.62 dB (Crew), 0.3 (Football), 0.15 (Bus), but also slight PSNR drop in Harbour at CIF and QCIF. Decision was made in base layer (QCIF) and mapped to the QCIF and 4CIF layers. No syntax/semantics change, but claim is made that an additional bit in SEI message would be needed for the purpose of extraction. In general consensus that this method is useful (requires non-normative modification of the encoder), but signaling concepts for the extractor must be further studied and clarified in general. Therefore, a better approach would be at this moment to modify the non-normative extraction algorithm accordingly. Adopted to JSVM (non-normative).
Supplemental notes:


Remark: Finds gain.  Why sometimes drop in PSNR?  Not sure – in principle, should be able to always avoid that.

Proposes to add bit to syntax for extractor to determine what to extract.

Remark: Strictly speaking, there is no such thing as "level of a layer" – there is only dependency information – information about which pictures a picture depends on (and information specifying the timing associated with pictures).

Agreed to adopt encoder technique into JSVM.

Needs further study to determine syntax issues.

Remark: Subset bitstreams must conform to specified conformance points.

Remark: Bitstream is unlikely to conform to the base layer bit rate and CPB constraints unless some NAL units discarded.

JVT-O022 Info [W. Choi, B. Jeon] SVC CE2 Verification

Verification.
JVT-O035 Info [L. Blaszak] SVC CE2 verification results

Verification.
4.4
SVC core experiment 3: Improved entropy coding efficiency

Basic idea of the core experiment: 
Better adapt CABAC to the JSVM; Improved entropy coding of mb_type.
JVT-O021-L P2.2/3.1 [W. Choi, B. Jeon] SVC CE3 Improved entropy coding efficiency

Summary notes:


Proposes additional context models depending on mb_type of lower layer (13 additional) and neighbors. New binarization for mb_type is also proposed. Coding gain up to 0.2 dB (Mobile), lower in other sequences. Gain is higher when probability update is switched off (up to 0.7 dB in Mobile). Recommended for further study in combination with other proposals related to EC improvements.
Supplemental notes:


Did not use update step.

Typically no significant difference in efficiency.  Up to 0.2 dB improvement 

Closely related to SVC entropy coding topic.

Subject area needs further study.

JVT-O033-L Info [H.-C. Choi] SVC CE3 verification results

Verification.
4.5
SVC core experiment 4: Inter-layer motion prediction
Basic idea of the core experiment: 
Use (lower frame rate) base layer motion for enhancement-layer motion prediction
JVT-O019 Info [T. Kimoto] SVC CE4 Verification
Verification.
JVT-O058 P2.2 [K. Lee] SVC CE4 Virtual base layer motion for temporal enh.

Summary notes:


Different approaches to predict the motion, depending on available "virtual base layer" motion (forward, backward or both). Would not require syntax change, only semantics and decoding process. Coding gain at the CIF transition to the higher frame rate: City 0.15 dB, Crew 0.2 dB, Soccer 0.15 dB, Harbour 0 dB, Bus 0.15, Mobile 0.1 dB, Foreman 0, Football 0. Gain is in most cases propagated to the higher rates and resolutions. For single pictures, gain is claimed to be up to 1 dB (results will be submitted). High similarity of proposal with temporal direct mode of AVC which is not utilized so far in JSVM software, but specified in WD. Motion vector difference cannot be encoded in temporal direct mode, and different spatial resolutions are not supported by TDM. CE should continue, comparing with temporal direct mode and study the extension of TDM to layered structure, cases of encoding motion residual and support different spatial resolutions. 
Supplemental notes:


Remark: Gain (e.g., on Crew) may be unrelated to technique – but rather sensitivity to exact configuration issues.  Cases not involving FGS may be more reliable.

Remark: Very similar in spirit to temporal direct mode – is this something really new (relative to that)?  Has been compared only to spatial direct mode use.  Temporal direct mode gets trickier with open-loop encoding, but can be used in principle.  Temporal direct mode is, in principle, already in the standard – we must attempt to apply current temporal direct mode to the SVC design – making only the changes that are necessary to fit it into the SVC framework.

Remark: This also includes temporal-based prediction of MV with MV difference transmitted (so-called "temporal direct plus delta MV" coding – see VCEG promising tools list, MPEG-4 part 2 direct).

Remark: With different spatial resolution, current direct mode cannot be used without alteration.

Suggested to further study in relation to temporal direct mode (part of the new CE4 to be done).
4.6
SVC core experiment 5: Quality layers

Basic idea of the core experiment: To introduce high-layer syntax quality layer information in bitstream, and "dead substream" indication.
JVT-O043 Info [E. François, J. Vieron] SVC CE5 verification

Verification.
JVT-O044 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SVC CE5 Quality layers

Dead substreams: Extend lower resolutions into higher rates without using additional information for higher-layer prediction. Three scenarios (different on configuration of multiple adaptations): Inter-layer extraction, intra-layer extraction (only highest rate points of each resolution affected), client-server approach. Requires dead substream information in SEI message (which layer does DSS start from). Would need normative syntax to avoid drift at the decoder (expressing that the DSS shall not be used for higher-layer prediction). More study of dependency information necessary.
Found as a side-result that inter-layer prediction points presently used may not be optimum.

Quality layers: Additional SEI information for RD optimum extraction. Signaling derived from slope of RD curve, but could be wider in scope.

Concern raised whether quality levels need proper semantic definition. This would be non-normative decision that encoders might decide differently. Gain of 0.1-0.5 dB for some sequences (Mobile). 

Unified syntax for dead substreams and quality layers might be possible.

Adopt DSS (dead substream) indication into JSVM, additional side-activity at meeting, further conclusions reported elsewhere in this JVT report.
JVT-O076-L Info [P. Onno, F. Le Léannec] SVC CE5 Verification

Verification from Canon of technique proposed by France Telecom.  Two references for essential content: [1] unknown location, [2] MPEG doc.  Group requested that referencing of essential material should consist of references to documents that are available to all JVT members at identified locations.
4.7
SVC core experiment 6: Non-scalable motion vector coding
Basic idea of the core experiment: Study putting all enhancement-layer MV information down in the base layer versus having MV refinement information in the enhancement layer(s).  Considers the concept of "complexity scalability" decoder target rather than backward-compatibility goal, with overall total bit rate being more important in this scenario rather than constrained-base-layer bit rate.
MV encoded in full-resolution and placed in the base layer bitstream.  Base layer decoder scales down the MVs, rounding them to quarter-pel for the operation of its decoding process.

Compared that against coding quarter-pel in the base layer and coding refinement bits in enhancement layer.  In the P and B cases, this MV refinement data was the only information in the enhancement layer (no residual difference waveforms sent).
Also tested not refining the base layer MVs (to save on the rate necessary for sending the refinements of the MVs in the enhancement layer).

JVT-O052 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE6 Proposal

Summary notes:


All motion information in base layer, no update step in MCTF, 2 layers of spatial scalability. Inter picture only one layer, encoder optimized for full resolution with MV for full resolution. Base layer MV downscaled by 2, but full resolution sent in base layer. Gain is up to 1+ dB for the enhancement layer, but in a range of rates where PSNR is still relatively low (27..30+ dB). Smallest block size in enhancement layer was 8x8. By enforcing the same motion vectors, the scalable scheme is clearly put in disadvantage. Still unclear where the penalty is coming from, and how large the penalty realistically would be. Except for I frames, the non-scalable motion cases would not be decodeable by AVC compliant decoders. Only for I frames, residual information is sent. At the same time, efficiency penalty and (slight) complexity penality at the base layer. Would require special non-scalable base layer profile which is not backward compatible.
It would be possible to obtain backward compatibility by enforcing only ½ pel accuracy at enhancement layer. Jill should communicate such results to interested parties and try to find out if it is necessary to perform more investigations; presently, no support for the proposal.

Supplemental notes:


Prior work M11682.
No update step used.  Used lower bit rates of "Redmond conditions", since the technique does not seem to work as well at higher bit rates.

When comparing methods as described above, a substantial penalty was shown for putting the refinement bits in the enhancement layer.
Lots of bits needed for the refinement – substantial performance difference shown (1.24 dB).

Remark: This is very low quality coding (e.g., 30 dB).

Remark: Very much a function of the sensitivity of the result to small changes in bit allocation between the base and enhancement layer.

Base layer in this test had a higher bit rate than what is typical in SVC experiments.

Hypothetically, could choose to vary the decision regarding whether to use backward-compatible MV coding or not on a picture-by-picture basis (e.g., coding only non-reference pictures in non-backward-compatible way).

Remark: Is this just a failure to entropy code the MV LSB's well?  Response: No, there is a loss of performance in the prediction of the MVs in the base layer if the LSBs are not there for use in that prediction process.  Remark: But is the amount of the penalty shown here due entirely to that, or is there a serious shortcoming in the MV residual entropy coding?
Remark: This has a lot to do with encoder optimization – difficult to do a fair comparison.  Is the (majority of the) penalty due to scalability, or is it due to encoder optimization issues.

Did not use any block sizes smaller than 8x8 in enhancement layer.  Is that a problem?  Perhaps not, since the fidelity tested here is so low that it would not be likely to justify small block-size motion.

Would probably require using special NAL unit type codes for the non-backward-compatible pictures.
I pictures are not changed.

Remark: This is a completely different branching of the design.  Breaks decoder compatibility, encoder approach is completely different.
Is the gain enough, and well-known enough, to justify the loss of compatibility of the base layer?
No residual transform blocks are being sent in the enhancement layer in this scenario.  Is that realistic?  Does it match a reasonable application approach?

Remark: How far are these performance curves from the best scalable scheme we know of?

Low-complexity motivation: Avoiding extra deblocking, avoiding extra decoding "loops" (do we have multiple decoding loops?).

Remark: Compare to using only half-pel MVs in the enhancement layer?  Just don't send any enhancement MV data.  Test that?

Not much support currently in the group for this.

JVT-O071 Info [H. Schwarz] SVC CE6 Verification

Verification.
4.8
SVC core experiment 7: Enhancement-layer intra prediction
Basic idea of the core experiment: Consider allowing spatial intra prediction in enhancement layer.  Requres extra syntax.  Add flag at slice header level to enable or disable its use.
Only tried when using spatial scalability – did not test it for SNR scalability (maybe it would help, but they were motivated by thinking that it might help for spatial scalability).

Using directional spatial prediction of the residue, not the result.
JVT-O053 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE7 Proposal

Summary notes:
Enhancement layer residue contains many high frequencies; directional intra prediction may help to encode. Syntax change: intra_base_residue_prediction_flag in enhancement layer. For 3-layer coding, only used for the highest layer. Results: Average 0.3 dB gain at higher rates, 0.11 dB loss at lower rates. Would become better at low rates if it would be performed adaptively on a macroblock basis. Claim to be useful in applications that require high quality (up to lossless). Continue CE to investigate the adaptive scheme.

Supplemental notes:
At higher fidelity (QP < 20), got gain (e.g., avg 0.3 dB, up to 0.6 dB), at lower fidelity (QP > 20), did not (average 0.1 dB loss).
The gain was at very high fidelities.

Remark: Consider making a macroblock-specific decision whether to use this or not.

Seems to be useful in very high bit rate range.

Could be especially useful for scalable-to-lossless.

Continue study (incl. MB adaptivity).
JVT-O072 Info [H. Schwarz] SVC CE7 Verification

Verification.
4.9
SVC core experiment 8: Spiral scan

Basic idea of the core experiment: 
Compare efficiency of spiral scan versus raster scan
JVT-O034 Info [L. Blaszak] SVC CE8 Spiral Scan results

1a: Comparison made for raster scan with different rotations, roughly same PSNR and rate (within 0.05 dB). 1b: comparison without rotation, RS only very slightly worse in some cases. Subjective comparison: City OK, for Soccer the better quality region in the middle becomes clearly visible. Would it be necessary to switch depending on sequence? Would have non-negligible impact on the amount of text in the standard (intra prediction, CABAC contexts, MV prediction etc.), and also be a burden for implementation.

JVT-O036 Info [L. Blaszak] Comparison of spiral and raster scan

See notes on JVT-O034.
JVT-O057 Info [S. Jeong, M. Park, G. Kim, K. Kim] SVC CE8 Verification

Verification.
4.10
SVC core experiment 9: Spatial scalability with cropping

Basic idea of the core experiment: A l



ower layer of spatial scalability is a cropped and downsampled version of the higher layer.  Upper left corner is aligned on MB boundary (assuming cropping rectangles can take care of any need for further windowing within MB boundaries).
JVT-O038 Info [E. François, J. Vieron] SVC CE9: Spatial Scalability with Crop

Cropping layer aligned with macroblocks; only those MBs used for bottom-up prediction that are fully within the cropping window. No limitation should be effective such that cropping window must be aligned with MB boundary at the top-left. Compared against configuration where no prediction of motion vectors, modes etc. was allowed. Gain of up to 1.5 dB. Must the higher layer always be a superset of the base layer?
Side activity was conducted to work on more general syntax.  Conclusion: Adopt method reported from side-activity.
JVT-O040 P2.2/3.1 [E. François, J. Vieron] Prop. for CE9 Spat. Scal. with Crop

See above notes.
JVT-O061 Info [D. Santa Cruz, et al] SVC CE9 Verif.: Spat. scalability with cropping

See above notes.

4.11
SVC core experiment 10: Non-dyadic spatial scalability

Basic idea of the core experiment: Consider resampling ratios for spatial scalability that are not powers of 2.
JVT-O008 P2.2/3.1 [S. Sun, E. François] Ext. Spatial SVC with Picture-level Adaptation


Extension of Thomson proposal for dynamic change of scaling factor and cropping area with each frame.  

Lower layer picture region with dynamically-varying resampling/cropping ratios.  Same concept as variable-resampling-ratio-with-cropping spatial scalability, but with the ratio and relative spatial coordinates changing from picture to picture.

Note relation to region of interest (ROI) – since lower layer has greater ability to focus on relevant scene content.

No drawback in coding efficiency of full-res picture.

Slight difference in division operation method.

Also need to fix the chroma sampling structure issue (addressed in this proposal). This issue needs AHG further study.

Also advocates modification of deblocking filter – to avoid over-filtering.  This seems like a separate issue.  This issue is considered in the new CE2.

JVT-O025 P2.2/3.1 [S. Sakazume, et al] Spatial scalability with partial geometric transform

Resampling relationship between higher and lower spatial layers varying from location to location within a picture to introduce spatial geometric transformation.

Seems complex to specify and implement.  Really necessary for key applications?

Not supported by the group.

JVT-O039 Info [E. François, J. Vieron] SVC CE10: Extended Spatial Scalability

See notes below.
JVT-O041 P2.2/3.1 [E. François, J. Vieron] Prop. 1 for CE10 Generic Ext. Spat. SVC

Support of non-dyadic up-sampling configurations. Done only for MBs fully inside the window; MB boundaries do not need to match. MV and mode prediction from nearest base layer MB, requires one mult/div per MB. Interpolation method: Lanczos filter.
Tested ratios 3/4, 2/3, 3/5. Compare dyadic+re-sampling, 3/2+re-sampling, generic scheme. Usually similar in performance at high, better (visually sharper) than dyadic at low res. (SNR & visually).
JVT-O042 P2.2/3.1 [E. François, J. Vieron] Prop. 2 for CE10 Spat. SVC Inter-layer

Alignment of MB boundaries, only 3/2 upsampling, Super-MB consists of 4 BL MBs. Each MB MV is only predicted from one BL MV. For up-sampling, use AVC interp. filter plus nearest quarterpel.

Not needed generally, but nice to have for broadcast domain. Concern that this might add a significant number of pages to the spec. Question whether it would be useful to define the generic scheme for high end, and the simplified scheme for low-end applications. Would only be useful if the simplified scheme was defined as a subset of the generic scheme. Side activity conducted to think about this and come back with a presentation of unified description.
Accepted result of side activity as described in other notes above.

JVT-O051-L Info [I. Amonou, et al] SVC CE10 verif. of extended spatial scalability

Verification.
4.12
SVC high-level syntax

See also CE2 section and summary closing review section.

Subjects of discussion included:
· Access Units vs NAL Units
· Fragmentation

· Dead sub-streams
JVT-O011 P2.2.1/3.1 [Y.-K. Wang, et al] On SVC high-level syntax


Topics: 

· Picture (access unit) definition and decodability dependency information: Put FGS planes into different access unit types with unique dependency information signaling. Currently, FGS slices are always aligned with the base layer. Necessary to signal the information about access unit being FGS for the decoder (not only as SEI). Further discussion related to CE 5
· Remove NAL unit types 14 and 15 (SPS and PPS for scalable extension). Conditions can be added to previous SPS/PPS NAL unit types based on profile_idc. Agreed
· Activation of sequence parameter sets. Clarify in WD.

· Coding of base_id_plus1 Clarify offline, needs more general solution.

· Coding of frame_num. Agreed on fix
· Removal of spatial coverage constraint for FGS slices. FGS slicing should be independent of base picture. Agreed in principle.

· ..

· ..

Scalability ordering: Separation of luma and chroma hardly possible presently. Present approach of block scanning (4x4 row-wise) should be fixed to perform "normal" MB scanning order. Intra 16x16 and 2nd transform step chroma should be implemented. Accepted.


Nine sub-topics

1) Picture (access unit) definition and decodabiltiy_dependency_information

2) Removal of NAL unit types 14 and 15

3) Activation of sequence parameter sets

4) Coding of base_id_plus1

5) Coding of frame_num

6) Removal of the spatial coverage constraint for FGS slices

7) NAL unit order

8) FGS NAL unit truncation

9) FGS scalability ordering

Subtopic 1: Propose each FGS plane to be a separate access unit.  Perhaps difficult for impact on Annex C.  How does the decoder know when the refinement has stopped?
Proposes to eliminate "quality level" part of dependency information – moving those bits into "dependency ID" field.  Remark: This causes a problem in the case of a loss of an FGS layer – it becomes unknown whether to proceed with spatial enhancement layer decoding with drift or not.

Note: Cannot change slice structure from layer to layer in current FGS WD design.

Relates closely to "dead substream" issue of CE5 discussion.
Subtopic 2: Removing NAL unit types 14 and 15 (SPS & PPS in scalable extension).

Note need to clarify scope of profile_idc and level_idc – corrigendum issue – scope should be coded video sequence, not bitstream.

Agreed.

Subtopic 3: Activation of SPS.

Allow use of same SPS ID for multiple layers – Agreed to clarify to make sure the wording does not prohibit this.

Subtopic 4: Coding of base_id_plus1 – code as difference rather than as value.

Remark: Is the current design conceptually complete?  Shouldn't we put the whole byte indicating the reference.
Agreed that there needs to be a change, but exactly how will be deferred to further study except as noted.

Subtopic 5: Coding of frame_num.  Propose to allow (but not require) frame_num to be equal for different pictures with the same POC.  Each "layer" should have its own frame_num counter.

We're surprised to hear that it is not done that way already.  Agreed to fix.

Remark: Any picture that is a reference picture for any "layer" should have nal_ref_idc not equal to 0?
Remark: Multiple decoding loops can require extra storage – it creates a need to hold extra pictures in memory.

Subtopic 6: Removal of spatial coverage constraint for FGS slices.

Allow FGS slices to differ in shape.

Agreed in principle.
Remark: Are truncated FGS slices conforming?

Subtopic 7: NAL unit order.

Editorial remarks on current draft text.

Need redefinition of "active" term to allow multiple SPS active at the same time (in different "layers")

Above remark and proposed editorial corrections agreed in spirit.

Subtopic 8: FGS NAL unit truncation.

Note that truncation could occur within header before reaching slice data.  Proposed to specify decoder to react by discarding partial header.

Remark: Do we really need to specify normative operation of decoder for truncated bitstreams?

Keep in mind – work out later. Not resolved at this meeting.
Subtopic 9: FGS scalability ordering

Luma and chroma information is presently interleaved on a block basis.  This makes luma extraction difficult.  Propose to have a flag, in response to which the luma and chroma refinement data will be separate.

FGS is currently done on 4x4 block basis without regard to macroblocks.  Remark: That seems like a bug – let's fix it.  Will that work with FMO?  Agreed to organize FGS into macroblocks.

Do we have Intra_16x16 in FGS?  Not now.  Do we have the 2nd-level DC transform of chroma in FGS?  Agreed to consider these as unimplemented features that are intended to be in the design.

Can currently already offset the chroma FGS refinement to be delayed relative to luma.  Remark: Why not just let that delay offset be arbitrarily large?  Use a bit instead.  Agreed.

JVT-O012 P2.2.1/3.1 [Y.-K. Wang, M.M. Hannuksela] Scalability information SEI for SVC


Purpose: In the context of bitstream extraction, simplify bitstream parsing by improved SEI syntax. ROI scalability may be exception that still requires bitstream analysis.

Signaled info: Total number of scalable layers, Mapping of each picture to a layer, Properties of each layer (FGS, sub-picture, ROI), scalability info for each layer.

States that a number of important things require significant parsing and analysis.  New syntax proposed to address these issues.

Remark: For purposes of this work, a "layer" of SVC enhancement video is the set of pictures with the same value of decidability_dependency_information.  Yes.  Seems to be the case.
And a "spatial layer" is the set of pictures with a particular resolution.

Sent to side activity for further consideration.

Not resolved at this meeting.
JVT-O049 P2.2 [Berthelot, et al] SVC storage and transport with MGS

MGS = "medium-grained scalability"


Applications of MGS: Video content over VBR networks, truncation either by source control or within the network. Enable NAL unit truncation such that MGS (steps of max 10 %) become possible. Re-allocation of information from base to enhancement NAL units may be required. Presently, 4 FGS quality levels is not sufficient to support MGS. 

Solutions: a) Extension flag, would however restrict dependency ID to 2 bits; flag signals presence of quality_level_extension. b) reserve "111" of dependency ID to signal extension, leaving 7 dependency ID codes  c) similar, with "11". SVC NALU should be compatible with AVC NALU transport, using one of the 3 proposed headers. Propose to use smaller NAL units, no truncation problem. Deferred for side activity work (see CE5) to come back with joint proposal on improved NAL unit syntax.



Intent is to enhance multicast network usage.  Making rate control for each level a function of RTSP feedback.  For example, may need to reduce the base layer bit rate while maintaining the same total bit rate with enhancement.

Desire to have a "quality tag" associated with NAL units.

Current design has at most 4 FGS quality levels.

Proposes adding a bit in decodability_enhancement_information to indicate the presence of an extra byte providing further information.

Extensive analysis of RTP formatting issues.

Proposes some alternative suggestions relative to JVT-O011.

4.13
SVC deblocking

JVT-O050 Info [I. Amonou, et al] Verification of RWTH deblocking

Verification.
JVT-O067 P2.0 [K. Hanke, et al] Improved deblocking for open-loop MCTF in the JSVM

Summary notes:

Analysis of de-blocking filter in context of layered structure and MCTF. De-blocking not triggered for blocks with residual prediction on and no coefficients in current layer. Inter MBs with residual prediction are often not de-blocked. Consideration of additional quantization noise in the prediction – increase alpha and beta values to adjust thresholds. PSNR-wise, effect is negligible (except Harbour, 0.2 dB loss), but claimed to be beneficial for visual quality. Request to establish a CE. For frame-wise case, it would be possible to encode a QP offset. First issue considered a bug fix and Agreed, second issue to be proposed for CE.

Supplemental notes.


Analysis of deblocking filter.
1) Alteration of boundary strength decision

2) Frame/block-wise threshold offsets for inter MBs

The first of these two is more obvious.  For the second, it is noted that the encoder has some ability to adjust the strength of the deblocking filter.  Remark: It should be avoided to "hard-wire" an approach.  Response: But perhaps we should attempt to set the nominal value so that it adjusts properly for the conditions in use, while preserving the ability of the encoder to deviate from the nominal value.
Relationship to JVT-O008 proposed modifications?  Separate issue.

Agreed to adopt first proposed change as bug fix.  Plan to do future study in CE of the other issue – investigating non-normative and normative approach to topic.

4.14
Temporal processing, MCTF structure and memory usage
This subject relates closely to CE1 (Low-delay SVC).
JVT-O009 P2.0 [J. Reichel, D. Santa Cruz, F. Ziliani] Improving temporal process


Temporal process in MCTF as presently implemented is based on GOP, which causes overhead in memory storage etc. Improvement without syntax change reported: perform prediction and update steps as soon as possible. Proposes introduction of Virtual Prediction Picture Buffer (VRPB). Prediction/Update are done when the buffer is full. By signaling the size of the VRPB, maximum number of residual pictures to be stored can be known in advance.

New syntax elements: max_residual_picture (size of VRPB), store_base_representation, use_residual_picture, number_update_levels to simplify control of the VRPB; previous syntax elements gop_size, picture_id_inside_gop and decomposition_stages can be removed. New syntax would require more bits (not clear how many, roughly 5?).


Discusses shortcomings of current WD – mostly editorial issues.

Two approaches: One is approx per JVT-O026; other is to add syntax.
JVT-O015 P2.2.1/3.1 [X. Wang, et al] Simplified update step for MCTF


AVC MC interpolation filter required in both prediction and update steps is significant burden; First proposal: Determine adaptive update energy criterion based on the non-interpolated pixels. Second proposal: Use 4-tap or bilinear filter, depending on weight in adaptive update. Roughly 10-50% are not interpolated, 30% are only bilinearly interpolated (depending on sequence). No significant drop in PSNR observed. 4-tap filter does not lead to significantly visible loss, while application of 2-tap filter (when applied always) becomes visible.


Update step uses ordinary MC interpolation filter (6-tap) and 4x4 blocks.

Current scheme does interpolation before determining whether the interpolation is really needed.  Proposes to use integer motion for the determination.

Additional aspect – propose to use 4-tap or bilinear filter, depending on weight in adaptive update.
Note timing issues, "burstiness" of load on decoder.

Inputs to the Poznan meeting are encouraged to study the RD vs complexity trade-off implications of the update step.

Adopt the simplified update step of JVT-O015 as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. One of the two methods is likely to be removed at a later stage.
JVT-O026 P2.2 [M.H. Lee, et al] SVC Invocation of the inverse MCTF process

Related to CE1: Low-delay mode. In present software, inverse MCTF is invoked at the end of a GOP: Large memory requirement, large delay. Instead "on-the-fly" approach. Define a set of variables that allows to determine when the inverse prediction/update steps can be applied. Implemented in JSVM1 software, perfect match achieved. Proposal to establish a task force on these issues to work out a viable solution (which is obviously useful). Must also consider aspects like adaptive GOP, and work out (normative and non-normative aspects) of decoding process and buffer management, decoding/delay timing etc. Could be studied in CE or AHG.
Adopt.
JVT-O027 P2.2 [C.P. Ong, et al] SVC MMCO for picture duplication

Lowpass picture used as reference for next GOP must be duplicated, because it might be overwritten. Similar problem occurs in low delay situations where processing is performed partition by partition. Additional MMCO command must be provided to signal the required duplication. Clearly, duplication is required. Should be studied further in the overall context of memory management issues.
JVT-O028 P2.2 [C.S. Lim, et al] SVC prop. reduced-memory MCTF

Summary notes:

Residuals (H) use more than 8 bits. Divide memory into 2 parts, where after clipping to 9 bits the LSB is stored in "reconstructed" picture memory. Idea to perform the scaling of the update step beforehand. Requires re-definition of the calculation of the residual. Investigate in CE with JVT‑O009 and JVT-O026; eventually extend to investigate 8bit update step; using 9bit residuals may be useless in the context of 9bit update.

Supplemental notes:

Proposes to reduce memory by:

1) Saturate residuals to 9 bits (not 10, which is the range in the current spec).
2) Modify update step
3) Change residual picture definition

4) Change prediction equation

Remark: Perhaps can do 8-bit update step instead of this.  Needs further study.

JVT-O059 Info [Z. Li] Verif of JVT-O028 reduced-memory MCTF

Create CE: Memory management for MCTF, participants: Visiowave (Julien), Panasonic, Nokia

JVT-O030 P2.2.1 [Y. Chen, J. Xu, F. Wu] Improvement of the update step in JSVM

Proposal to improve update step wrt coding efficiency and complexity. Contrasts traditional motion-inverting methods with new one: Energy distributed update: scan blocks in the H (residual) picture and forward motion-compensate them into the L picture. Modifies calculation of motion vectors. Update is omitted by thresholding. PSNR improvements from 0 to 0.15 dB for luma and some loss for chroma. Smaller bit-rate fluctuation claimed. Not compatible any more with H.264/MPEG4-AVC.

Create CE: Improvement of Update step wrt to coding efficiency and complexity, participants: Samsung (Han), MSRA, Nokia, HHI
JVT-O062 P2.2 [K. Lee] Closed-loop update-step in MCTF for SVC

Problem of open-loop is encoder/decoder mismatch. Closed-loop prediction step provides consistent MVF for multi-layer motion refinement, reduces misalignment between encoder and decoder (encoder issue). Second approach: Use base-layer information in update step. Adaptive selection between open-loop and closed-loop approaches possible. For lower layers, closed-loop prediction is best. For higher layers, open-loop P+U is better than closed-loop P, but closed-loop P+U is even better (up to 0.5 dB at highest rate, else around 0.1-0.3 dB). Also, less PSNR fluctuation. Can be done as non-normative encoder optimization (by default, prediction from base layer) – would it be useful to investigate combination with FGS?
JVT-O081-L Info [M. Zhou] Verification of JVT-O015 simplified update MCTF
Verification.
4.15
SVC upsampling, downsampling, and chroma sample positions

JVT-O010 P2.2/3.1 [A. Segall, S. Lei] Upsampling for Spatially Scaleable Coding

Proposes to adaptively switch between AVC filters, hold backward/forward, binomial filter, co-located pixels are simply copied. Only two-layer system investigated, intra only, luma only. Performance depends on base layer quality. Adapted on a 4x4 block basis, RD optimized decision. Mobile: For 38 dB, 0.7 dB gain, approx. 80% are selected bilinear; for 45 dB, 0.9 dB gain, approx. 50% are AVC filters. Done separately for horizontal and vertical directions, entropy would be approx. 2 bits/block.
Supplemental notes:
Adaptation of filter to improve coding performance. Filter selection based on RD cost for each 4x4 block. In addition to the 6-tap filter, nearest-neighbour and bi-linear filters are proposed. The use per 4x4 block is signaled using CABAC. Uses about 10 kbits per picture.

Used down-sample kernel is identical in comparisons. No decoder simulated, i.e. bit-rate used for side information is estimated. PSNR gains are typically 0.25 dB at low rates and 0.75 dB at high rates.
JVT-O023 P2.2 [S.-W. Park, J.-H. Park, D.H. Yoon, B.-M. Jeon] Intra BL pred. & phase shift

Problem: Coding performance is deteriorated when the BL picture has a phase shift (not MB aligned). Proposal to introduce syntax element global_shift_flag, global_shift_x, global_shift_y. Shifts can be arbitrary (for non-aligned macroblocks) (?must have some upper limit).
Accounting for global shift based on the difference between current picture and upsampled picture. Local shift for refinement of the global shift. Non-dyadic spatial scalability.

JVT-O024 P2.2.1/3.1 [I.-H. Shin, H.-W. Park] Down/up-sampling methods for SVC

Investigates usage of alternative filters for down- and up-sampling. Proposes type-2 DCT (with phase shift) and type-1 DCT (without phase shift). Intra-only coding. Configuration where DCT filters are used for down-sampling, JSVM filters for up-sampling. Shows gain of >2 dB for case of type-2 when the fitting DCT filter is also used for up-sampling, roughly 0.5 dB for the type-1 case. Uses QP=0 for base layer (very high quality). Concerns of base-layer alias due to use of DCT; furthermore, more realistic base-layer QP should be investigated.
Supplemental notes:
Matched up-sampling/down-sampling. Improved up-sampling or improved down-sampling. Used a DCT/IDCT for down- and up-sampling. Two proposals: DCT Type 2 with phase shift and DCT Type 1 without phase shift. Roughly doubles computational complexity of sampling process. Reports CIF/4CIF experiments. Uses extremely small QP values for base-layer.
Need to see results for much higher QP values and for entire video sequences. Further work is encouraged.

JVT-O077 P2.2 [C. Ying, Z. Jiefu, Y. Peng, F. Edouard] Chroma up/downsampling for SVC

Proposal to accommodate different color sampling formats. Different positions of color samples actually exist. Propose bi-linear up-sampling filters to resolve the issue. No specific results.
Conclusion: Intra-upsampling to join ongoing CE. Establish AHG on color sampling and luma phase-shift issues, including evidence on need for other filters.


JVT-O078 P2.2 [C. Ying, Z. Jiefu, Y. Peng, P. Purvin] New 4:2:0 format

Aims at easing color space scalability. SEI message usage proposed. Proposal noted.
Create AHG to Study down-sampling and up-sampling filter RD performance and Complexity (Chair: Sullivan)
4.16
SVC region of interest (ROI)

JVT-O020 P2.2/3.1 [W.-H. Peng, T. Chiang, H.-M. Hang] SVC ROI Selective Enhancement

Approach: Prioritize blocks that shall be within ROI, allows arbitrary MB-based ROI definitions. Two concepts: "Binary" (selective enhancement, SE) and "graceful" (layer remapping, LR) ROI. Embedded into cyclical block coding approach of significance pass and refinement pass. In prioritized coding, ROI blocks are coded prior to the lower priority ones, priority given by number of shifting cycles. Allow shifting factors 1…32. Requires 1 bit syntax Enable_MB, 4-bit syntax num_refinement_pass, three additional context models. Compare Foreground PSNR with SE, LR and comparison of both. Visual example Foreman: Face improved, but background is becoming worse. bitrate increase 0.4% for SE, 1.3% for LR. Alternatives for SE would be slice grouping (which however does not allow prediction between slices), or local adaptation of QP. Regarding requirements, the proposed scheme would not allow interactive definition of ROI at the decoder side, block-based would be sufficient. Conclusion: Comparison against alternative solutions already existing might be done in CE.
JVT-O037 P2.2/3.1 [T.C. Thang, et al] Spatial Scalability Multiple ROIs for Surv.

ROIs should be extracted without transcoding, only rectangular, independently decodable. Multiple ROIs should be allowed. Syntax to define mask areas: Slice group of type 2. Case of overlapped ROIs: Syntax to signal the overlapped regions, which is only encoded within one of the two ROIs. Also possibility to zoom into ROIs (spatial scalability), but eventually only one of two ROIs would be zoomed. Supported by "virtual region" concept. Shows bitrate saving depending on the size of overlapped region. Could presently probably also be done by using SEI messages. Conclusion: Conceptually, we would rather put such things into metadata than normative part.
JVT-O056 P2.2.1/3.1 [Z.K. Lu, et al] ROI based SVC

Motivation: Human visual system, just noticeable difference between important regions and less important regions can be high (up to 9 dB). Propose ROI mask on a 4x4 block basis. Sensitivity decreases linearly from ROI into non-ROI areas. Experiment with JM 6.0. In principle, request is made for arbitrary-shape ROI, to increase quality (encoder optimization issue). This could at least be done on a level of 16x16 blocks by tuning QP. 

Establish CE (NCTU, ICU, I2R).
4.17
SVC single-loop decoding
JVT-O074 Info [H. Schwarz, D. Marpe, T. Wiegand] Constrained inter-layer prediction

Compare true single-loop decoding against present JSVM (requiring multiple loop for P pictures) and true multiple-loop. Usually loss is insignificant (0.1 dB) compared to present JSVM, while multiple loop (not in JSVM) gives 0.5 dB for some cases (Football, Soccer). Adopt the proposed solution for software (no syntax, semantics, decoder change). Keep the option of multiple loops in the software, may become a profiling issue later.
Adopt.
4.18
SVC enhancement-layer intra coding
JVT-O029 P2.2 [L. Xiong] Improving enhancement layer intra prediction

Improves coding efficiency of Intra prediction in enhancement layer. Can utilize right and bottom samples for intra prediction. Adds multiple more prediction modes per direction. Tests multiple strategies for adding the modes: complicated – adds 8, simple - adds 3, substitute method replaces intra mode. No results!

Further work encouraged.

JVT-O065 P2.2 [K. Lee] Improved Intra-BL coding for SVC

Observes uniform and flat statistics of residuals. Proposal is to utilize Intra-16x16 for Intra-BL residuals for same resolution signals. PSNR improvements are from 0 to 0.2 dB.

Create CE: Improved layered prediction residual coding: Thomson (Boyce), Samsung

4.19
SVC entropy coding

Closely related to SVC CE3 subject.
JVT-O063 P2.2 [K. Lee, B.-K. Lee] Symbol prediction technique for SVC

Improvement of enhancement slice-specific mb_type entropy coding. PSNR gains between 0 and 0.1 dB.

Encourage further work.
JVT-O064 P2.2 [K. Lee] Adaptive quantization technique for SVC

Seems to confuse quantization and entropy coding – appears to actually be about CABAC.

Improvement of CABAC performance by carry-over of initialization of CABAC context models. Slices to carry over from are indicated in a hard-wired way only working with current structures. Gains are between 0 and 0.15 dB. Not applied to QCIF. No gains for 4CIF. Issues with regards to error resilience or flexibility of extractions. Issues with regards to decoder complexity as after decoding a NAL unit a decoder has to store all context states since it does not know wheteher they will be use again. Further work with multiple slices requested.
Encourage further work in light of the above comments.

4.20
SVC error resilience (non-normative?)
JVT-O048 P2.2.1/3.1 [J. Jie, H.-K. Kim] Error resilience for SVC base and enh. layers


A video coding method with error-concealment functionality for Scalable Video Coding (SVC) is presented. The proposed method integrates error-concealment functionality into the video coding process with little computing complexity and simple modification. Experiments were performed on all the 9 test video sequences used for SVC. All the experimental results show that the presented method consistently gives 0.5-5 dB improvement over the conventional error-concealment methods applied to H.264/MPEG4-AVC in error-prone environments.

Seems to be applying things to H.263. Takes subband polyphases and puts them into separate slices.

Use of error-resilient techniques of JM. Did not take into account extra bits for packet overhead.

Establish AHG for study of error resilience
4.21
Quantization (SVC and non-SVC)
JVT-O014 Info [G. Sullivan] One-page at 12-point font on scalar quantization

Presentation of key results of the author’s work on scalar quantization. 
Provides theoretical background on quantization and related entropy with emphasis on Laplacian sources. Studies R-D performance criteria including dead zone ratio.
JVT-O066-L P2.2/3.1 [T. Wedi and S. Wittman] R-D estimation of quant offset params

Study of a method for R-D based estimation of block-wise adapted quantization offset parameters (f-only as well as joint (/f). Experimental results demonstrate the maximum theoretically achievable R-D gain for various variants of block-adaptive quant offset selection at higher bit-rates.

Matching the reconstruction to the threshold results affects the size of the dead-zone.  Affects film grain perception – reducing the dead-zone size to try to capture more grain results in a bad match to the reconstruction values, since they have fixed locations.

Proposes to add adjustability to reconstruction spacing.  One way to optimize the reconstruction is to do it subjectively.  Another is multi-loop coding with minimization of D+L*R criterion.

Test used offset adapted for each block.  Did not consider the bit rate for coding the offset.  Gain only at high fidelity – up to 1.5 dB compared to JM (without using JVT-N011 in JM).

Further study needed to determine whether there is benefit analytically, and perceptually.

Remarks on SVC: Such a technique may have more benefit in an SVC design, due to FGS, etc.


RD criterion to optimize f and theta parameters. Depending on deadzone size, better reproduction of film grain claimed. PSNR gain shown at different rates. In SVC, effect may be higher due to the higher number of (cascaded) quantizers, could be made flexibly adapted at different quality levels. Investigate in CE.
JVT-O069 P2.2/3.1 [P. Amon, M. Kapralov] Adaptive Quantization Offset
Proposal for an adaptive selection of quantization offsets. The transform coefficients are classified into 14 groups and their empirical distributions are fitted to a geometric model distribution. Based on that, a set of parameters is determined at the encoder and transmitted to the decoder in order to generate a quantization offset for the given QP independent of the value being reconstructed.
Correction curve for quantization offset depending on quant. stepsize. Only implemented at decoder, encoder is not changed. Assumption of Laplacian distribution, but quantized (which is assumed as geometric distribution, giving a slight deviation). Gain typically 0.1 dB.

JVT-O060 P2.2 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SNR scalability for JSVM

Proposal for an alternative method for progressive (embedded) dead-zone quantization for FGS. In each FGS layer, the quantization intervals not containing the zero value are divided in two equally large intervals. If the dead-zone interval is sufficiently large, it is divided into three intervals with the outer interval lengths equal to that of the corresponding decision intervals for non-zero values. Reconstruction values are also adjusted. Simulation results are presented for FGS coding of temporal lowpass frames in a single-level MCTF decomposition. 

Comparisons do not use coefficient skipping. PSNR gains up to 1 dB reported.

Approach proposes to change the quantizer encoder design into a truly embedded one. Gain 0.2..0.3 dB on luma typically, up to 1.3 dB at high rates, up to 1 dB on chroma typically. Still not yet fully optimized in terms of coefficient classification to determine offset, single coefficient removal. Make part of CE.

JVT-O047 Info [V. Bottreau] Info doc on improved SNR scalability JVT-O060 verif.

Verification of JVT-O060.

JVT-O045 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Scaling factor in JSVM

Summary notes:

Use other scaling factors for the non-MCTF base layer, resulting in up to 0.25 dB. Also propose a different algorithm for averaging the scaling factors in the MCTF frames, but this did not result in remarkable gain. Adopt for JSVM as encoder-only optimization issue.
Supplemental notes:
Proposal for a modification of the scaling factors in the case where no update step is performed. It is proposed to use a scaling factor of 1 for the prediction step of both the Haar and 5/3 filter instead of sqrt(1/2) and sqrt(23/32), respectively. Results are presented with the proposed modification applied to an H.264/MPEG4-AVC compatible base layer only. 
Gains up to 0.25 dB. Adopt (non-normative)
Create CE: Improved Quantization for single layer and scalable coding, France Telecom (Patteux), Panasonic, Siemens, RWTH, HHI, Microsoft, Sharp
4.22
FGS ordering and entropy coding
JVT-O046 Info [V. Bottreau] Improved FGS for JSVM

IPR statement missing.  Since a non-mature technology description, treated as an information contribution.

Describes tree-structured merging of quantization intervals.

Concept of a binary codetree decision (to be known at the decoder) to achieve a better RD behaviour. In general, curves are less "S-shaped" than for current JSVM. Final quantizer becomes non-uniform. As original proponents are not present, regard as informational document at this point in time.

Proposal for an alternative CABAC-like method of FGS entropy coding. 4x4 transformed residuals are organized into 16 subbands and for each subband, individually adapted binarization schemes and reconstruction values are derived. Preliminary results are presented only for the case of individually encoded target bit rates (without truncation of FGS layers). 
Preliminary results noted and further work is encouraged.

JVT-O055 P2.2.1/3.1 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] FGS coding eff. enh.

Summary notes:

Proposal for a modification of cyclical block coding. All 4x4 blocks are sorted in decreasing order of the probability that the next coefficient is nonzero, where this probability is determined from the previous FGS slice. In addition, a syntax change is proposed for signaling a scaling vector that allows the temporal MCTF level-based truncation of FGS layers. Simulation results (and software) are provided for the modified cyclical block coding.
Gains are a mix of FGS enhancement and modified truncation strategy for the higher picture rates for each spatial resolution. Gains are between 0 to 0.4 dB.

(Add Nokia to continuation of CE5.)
Create CE: FGS ordering, Nokia (Ridge), HHI, NCTU
Supplemental notes:

Partly not on high-level syntax – some aspect is on FGS refinement.

Optimization of current FGS scheme. Experimental derivation of better truncation strategy (truncation thresholds defined in 4 vectors) of the different spatio-temporal layers. Gain 0.1…0.4 dB, depends on sequence.

JVT-O073 P2.0/3.1 [H. Schwarz, D. Marpe, T. Wiegand] Prog. refinement for 8x8 blocks
Summary notes:
Proposal for an extension to cyclical block coding for the support of 8x8 transformed luma blocks. Uses the same syntax elements and the same syntax structure as for 4x4 luma blocks. Can be considered as bug fix of the current FGS entropy coding scheme. In addition, a small bug related to the signaling of last_significant_coeff_flag has been fixed. Results for a 2-layer FGS case are reported.
Adopted.
Supplemental notes:
Found some loss at highest rate points in JSVM1 as compared to JSVM0. Reason found that cyclical block coding in FGS scheme is not applied likewise to 8x8 blocks. Propose to use identical syntax structure.

Addresses an asserted neglect of 8x8 transform in most recent JSVM. Extends design to include proper treatment of 8x8 case in a manner considered straightforward.  Advantage of proposed design shown with test results.  One of the two changes proposed had already been fixed in the software as a bug fix activity.  Adopted (both aspects) as a bug fix.

Define new CEs:

· Quantization (Stéphane)

· FGS improvements (Justin)

Prediction from FGS layers
4.23
Other FGS related issues
JVT-O054-L P2.2.1/3.1 [Y. Bao, M. Karczewicz, J. Ridge, X. Wang] FGS for Low Delay

Summary notes:
Propose to include prediction from FGS enhancement layers of closed-loop frames. To limit the drift, a weighted average is proposed between base layer and the enhancement layer, this can also improve the coding performance. Needs additional memory and MC. Only minor syntax change, but more significant change of the decoding process. Also provides fast recovery from loss of FGS frames. Establish CE.

Supplemental notes:
[More related to temporal processing and low delay SVC.] Proposal for increasing coding efficiency in low-delay scenario by enabling also MC prediction in the FGS enhancement layer. Drift is controlled by using an adaptively weighted average of the base layer reference block and the reference block in the FGS enhancement layer. No change of the FGS entropy coding part is proposed. Results for open-loop and closed-loop P-frame coding are presented. 
Brings FGS SNR scalable performance closer towards CGS SNR scalable performance.
Create CE: Weighted prediction for enhancement layer coding, Nokia(Bao), Visiowave, HHI
4.24
SVC non-normative aspects

JVT-O068 Info [M. Wien, S. Kamp] QP settings and RD performance in the JSVM

Problem with achieving RD points of Palma meeting. Modifications of QPM and QPR values. 

Setup of new test conditions corresponding to Palma CE1 conditions. SVC Test conditions and RD Performance AHG: Chair: M. Wien: Mandate: setup of test conditions for coding efficiency work: Set A: according to Munich test conditions, Set B: according to Palma CE1 conditions.
5.
JVT Non-SVC normative modifications

5.1
Improved 4:4:4 coding

JVT-O013 P2.2/3.1 [H. Yu] Performance improved 4:4:4 coding for MPEG-4p10/H.264

Reports that current design for High 4:4:4 profile may not be optimal.  Proposes "Advanced 4:4:4 profile".
Used JVT-J042 test clips and some DCI clips, 58-frames, 4:4:4 

Intra-only, and IBBP.
QP = 6, 12, 18, 24, 30, 42

Modifications proposed:

1. using luma intra modes for all three components,

2. using a single spatial prediction mode governing all three components

3. use luma MC interpolation filters for all three components

4. drop RCT support (assume external color conversion)

5. change of prediction weight table

Simulated by separate coding of each color plane as a monochrome sequence.  Note that this does not reflect change #2 above.
Change #2 – perhaps let each component be predicted separately (perhaps using entropy coding that is dependent between them, or perhaps not).

Note that with the exception of item 2 the concept could roughly be supported by tri-monochrome coding (as a profile or something).

No deblock, same QP for all three components.

Measured in 10-bit RGB domain.

QMatrix set flat.

Use of JVT-N011 recommended.  What version of software?  JM 9.3 software.  Newer software supports JVT-N011.
Pyramid coding?
Testing YCbCr also may be a good idea.
Remark: These results approximately agree with some other experiments done privately by another party.

Proposal drops RCT – was RCT a mistake?  Is it complex?  Does it provide a justifiable benefit?

Needs further investigation for cross-verification, test conditions, visual results, etc.
Make such a hypothetical profile Intra-only?  Proposer says No.
The group seems willing to consider the future definition of some "Advanced 4:4:4 profile".
AHG on 4:4:4 coding study: Teruhiko Suzuki, chairman.

This ad hoc group is asked to
- define test conditions for the investigation of 4:4:4 video coding tools

- investigate the coding efficiency of 4:4:4 video coding tools

- investigate the complexity of 4:4:4 video coding tools

- study the feasibility of creation of a new profile for 4:4:4 video

5.2
CABAC modification for error resilience

JVT-O080 Info [M. Jeanne, et al] CABAC variation and options for error resilience

Missing IPR statement – treated as an information document.
Proposes to introduce a "forbidden" interval (per Chou and Ramchandran, IEEE JSAC, June 2000) and "soft decoding" concept.
Benefits substantially from "data partitioning" as found in current standard (but not SVC).

Experiment shown based on Gaussian and Laplacian sources.

How much coding efficiency loss from forbidden interval?

Do we anticipate bit errors?  Not really – that should be handled at a different layer.  The phenomenon we anticipate is "packet losses".

Is this a bit-error proposal?  Seems to be.  Interest from the group seems to be limited, due to the packet-loss versus bit-error issue.

Informative doc targeting at bit errors. Propose direct combination of CABAC with convolutional code, or forbidden interval. Suggests alternative decoding, which depends on probability of channel errors in addition to source probability. Algorithm similar to Viterbi, pruning paths to come to low-complexity solution. Shows that by introducing redundancy in CABAC error behaviour of CABAC can be up to 2 decades [decades?] better than CAVLC unprotected at same overall rate.

6.
JVT Non-SVC non-normative aspects
6.1
Encoder optimization techniques

JVT-O016 P(NN)2.2/3.1 [W. Yuan] Rate control scheme for H.264/AVC

Proponent not present.  A rate control scheme is proposed that may have benefit relative to the JVT-G012 method (which may be what is in our current JM text and software).  Needs further study to determine what we can learn from it.  Such further study is highly encouraged.
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7.
Withdrawn JVT documents

JVT-O031-W [Withdrawn] Withdrawn

JVT-O032-W [Withdrawn] Withdrawn
JVT-O070-W [Withdrawn] Withdrawn
JVT-O075-W [Withdrawn] Withdrawn

8.
Updating of JVT group documents

JVT-O017 D [A. Tourapis, K. Sühring, T. Wiegand] Update of reference software manual

Provides an update/improvement of the reference software manual.  The JVT greatly appreciates this helpful contribution.
JVT-O079 D [K.P. Lim, G. Sullivan, T. Wiegand] Enhancements to JM text

Provides an update/improvement of the JM text.    The JVT greatly appreciates this helpful contribution.
9.
JVT Closing Review & Planning Subjects

9.1
Future planning for SVC Core experiments

All CEs will use the adjusted Munich and Palma conditions as determined 2 weeks after the meeting, except: CE1, CE10

All CEs will report whether they modified the configuration files, except: CE1

All CEs will upload software

All first versions of CE descriptions were agreed to be made available by the last day of this meeting.

All changes to CE descriptions will be marked as revisions and up-loaded together with a reflector notification.

The last change possible can be made at Poznan – 4 weeks.

Doc numbers CEX – JVT-O300 + X

Old Experiments continued:

· CE3: Coding efficiency of entropy coding (SKKU, ETRI, Samsung) Woong Il

 (JVT-O021, JVT-O063) (reviewed, )
· CE4: Inter-layer motion prediction (Samsung, LG) Kyohyuk, further study in combination with temporal direct mode (JVT-O058) (reviewed, tests with and w/o update step requested, test cond. s. t. update)
· CE5: Quality Layers (FTRD, Nokia, …) (JVT-O044, JVT-O055) I. Amonou (reviewed)
· CE7: Enhancement-layer intra prediction (Thomson, FhG-HHI, Sharp, Huawei, Samsung) (JVT-O010, JVT-O053, JVT-O065) Jill Boyce
(reviewed, alignment of test cond. requested)
· CE10: Extended spatial scalability (Thomson, FTRD, Sharp, LG) (JVT-O008, JVT-O041, JVT-O042) Edouard Francois  (reviewed, sanity check for cropping and single-layer comparison requested)
New Experiments:

· CE1: MCTF memory management (non-normative?) (JVT-O009, JVT-O026, JVT-O027, JVT-O028) (Visiowave, Panasonic, Nokia) Julien Reichel (reviewed)

· CE2: Improved de-blocking filter settings (non-normative?)  (RWTH, FTRD) (JVT-O067) Mathias Wien (reviewed, subjective viewing requested)
· CE6: Improvement of update step (JVT-O015, JVT-O030, JVT-O062) (Samsung, MSRA, Nokia, FhG-HHI) Woojin (reviewed, Single layer conditions, open/closed loop comparisons, subjective viewing requested)
· CE8: Region of Interest (NCTU, ICU, ETRI, I2R) (JVT-O020) (Zhongkang Lu) (reviewed, implementation of slice groups requested, subjective viewing requested)
· CE9: Improvement of quantization (JVT-O046, JVT-O060, JVT-O066, JVT-O069) (FTRD, Panasonic, Siemens, RWTH, FhG-HHI, Microsoft, Sharp) Stéphane Pateux (reviewed, subjective viewing requested for HD only, CGS inclusion)
· CE11: Improvement of FGS (JVT-O055) (Nokia, FhG-HHI, NCTU) Justin Ridge (reviewed, modified test conditions)
· CE12: Weighted prediction from FGS layers (JVT-O054) (Nokia, Visiowave, FhG-HHI) Yiliang Bao (reviewed, changes test conditions to CE11)
9.2
Changes to create JSVM 2 and WD 2
Side activity reported on extended spatial scalability – agreed to adopt into JSVM.

Side activity reported on NAL header syntax – have two alternatives:

· One byte, containing 6b priority plus "dead substream" flag plus zero bit.

· Same as above, but last bit is 1, plus extra info in 2nd byte.

When the last bit is zero, the 2nd byte info is sent in the SPS/SPSE.

List of changes to JSVM 2 and WD 2
· JSVM 2

· Non-Normative:

· Adaptive GOP size (JVT-O018)

· Quality level estimation and modified truncation (JVT-O044)

· Single-loop decoding (JVT-O074)

· Scaling factor for hierarchical B pictures (JVT-O045)

· Normative

· Access unit definition (set of all data associated with given timestamp) (JVT)

· Variable-length NAL unit header data with priority and dead sub-stream flag (JVT)

· Extended spatial scalability with cropping (JVT-O040, JVT-O041, JVT-O042, JVT‑O008)

· Removal of NAL unit types 14 and 15 (SPS and PPS for scalable extension) (JVT‑O011)

· Add QualityID to base_id_plus1 syntax (JVT)

· Change semantics of frame_num to be consistent for the NALUs of the same DependencyID (JVT-O011)

· Add syntax and semantics to allow removal of spatial coverage constraint for FGS slices. (JVT-O011)

· Separation of luma and chroma FGS scans by adding a flag (JVT-O011)

· Change 4x4 block scanning from frame type to MB type scanning (JVT-O011)

· Add Intra_16x16 and 2nd transform step for chroma (JVT-O011)

· Change deblocking filter (JVT-O067) 

· Adopt the simplified update step as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. (JVT-O015)

· Add low delay decoding process description for MCTF (JVT-O026, JVTO009)

· FGS for 8x8 blocks (JVT-O073)

· WD 2

· Normative content from JSVM 1

· Clarification of activation of SPSs.

· Agreed to give WD editors discretion to clean-up WD

9.3
SVC Software Integration Plan

Coordination: Greg Cook (greg.cook@thomson.net)
· Non-Normative:

· 9. (ETRI – Seyoon ) Adaptive GOP size (JVT-O018) (late)

· 6. (FTRD – Stephane Patteux) Quality level estimation and modified truncation (JVT‑O044) (early)

· 5. (HHI – Heiko Schwarz) Single-loop decoding (JVT-O074) (early)

· 6. (FTRD – Stephane Patteux) Scaling factor for hierarchical B pictures (JVT-O045) (early)

· Normative:

· 5. (HHI – Heiko Schwarz) Access unit definition (set of all data associated with given timestamp) (JVT) (reordering of NAL units – all SEIs, PCSs, ECSs) (early)

· 6. (FTRD – Stephane Patteux) / 7. (Nokia – Ye-Kui Wang) Variable-length NAL unit header data with priority and dead sub-stream flag (JVT)

· 8. (TMM – Edouard Francois) Extended spatial scalability with cropping (JVT-O040, JVT-O041, JVT-O042, JVT-O008) (late)

· 3. (Nokia – Ye-Kui Wang) Removal of NAL unit types 14 and 15 (SPS and PPS for scalable extension) (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add QualityID to base_id_plus1 syntax (JVT) (early) 

· 3. (Nokia – Ye-Kui Wang) Change semantics of frame_num to be consistent for the NALUs of the same DependencyID (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add syntax and semantics to allow removal of spatial coverage constraint for FGS slices. (JVT-O011) (CE8 related, late)

· 2. (Nokia – Shawn Wang) Separation of luma and chroma FGS scans by adding a flag (JVT-O011) (late) 

· 3. (Nokia – Ye-Kui Wang) Change 4x4 block scanning from frame type to MB type scanning (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add Intra_16x16 and 2nd transform step for chroma (JVT‑O011) (early) 

· 4. (RWTH – Konstantin Hanke) Change deblocking filter (JVT-O067) (early)

· 2. (Nokia – Shawn Wang) Adopt the simplified update step as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. (JVT‑O015) (early) 

· 1. (Panasonic -  Men Huang Lee) Add low delay decoding process description for MCTF (JVT-O026, JVTO009) (early) 

· 5. (HHI – Heiko Schwarz) FGS for 8x8 blocks (JVT-O073) (early)

1 (1 day) (replace)

2 (7 days) (option)

3 (10 days) (replace)

4 (1 day) (replace)

5 (7 days) (replace)

6 (4 days) (replace, add)

7 (1 day) (add)

------------------------

8 (7 days)

9 (7 days)

For JSVM performance evaluation: Set A: according to Munich test conditions, Set B: according to Palma CE1 conditions.

9.4
Miscellaneous

We plan for:

· The JVT meeting report to be numbered as document 200, starting at the next meeting.

· Future input documents to each contain a short abstract suitable for splicing into the meeting report as a summary of the document content.

The JVT meeting was closed at 12:45 pm on Friday April 22, 2005.

10.
JVT Meeting conclusions reported to parent bodies

The JVT thanks the WG 11 NB of US for their valuable comments on ISO/IEC 14496-10:2004 DCOR1.

The JVT recommends to nominate the following persons as for ISO certificates as editors for ISO/IEC 14496-10:2005: Aharon Gill, Ajay Luthra, Gary Sullivan, Thomas Wiegand.
The JVT provides the following list of JVT ad hoc groups appointed to progress work in the interim period until the next JVT meeting:
	Title and Email Reflector
	Chairs
	Mtg

	JVT Project Management and Errata Reporting

(jvt-experts@lists.rwth-aachen.de)
	Gary Sullivan, Jens Rainer Ohm, Ajay Luthra, and Thomas Wiegand
	N

	JM Description and Reference Software

(jvt-experts@lists.rwth-aachen.de)
	Thomas Wiegand, Karsten Sühring, Alexis Tourapis, and Keng Pang Lim
	N

	Bitstream Exchange and Conformance
(jvt-bitstream@lists.rwth-aachen.de)
	Teruhiko Suzuki and Lowell Winger
	N

	SVC Core Experiments
(svc@ient.rwth-aachen.de)
	Justin Ridge, Ulrich Benzler
	N

	JSVM software improvement and new functionality integration
(svc@ient.rwth-aachen.de)
	Greg Cook
	N

	JSVM Text and WD Text Editing
(svc@ient.rwth-aachen.de)
	Julien Reichel, Heiko Schwarz, Mathias Wien, 
	N

	Spatial Scalability Resampling Filters
(jvt-experts@lists.rwth-aachen.de)
	Gary Sullivan
	N

	Test conditions and applications for error resilience
(jvt-experts@lists.rwth-aachen.de)
	Ye‑Kui Wang
	N

	Test conditions for coding efficiency work and JSVM performance evaluation
(jvt-experts@lists.rwth-aachen.de)
	Mathias Wien, Heiko Schwarz
	N

	Study of 4:4:4 video coding functionality
(jvt-experts@lists.rwth-aachen.de)
	Teruhiko Suzuki
	N


To consolidate its management of email reflectors, the JVT advises its intent to move its "jvt‑experts" and "jvt-bitstream" email reflectors to RWTH Aachen University as
jvt-experts@lists.rwth-aachen.de and jvt-bitstream@lists.rwth-aachen.de, using web sites http://mailman.rwth-aachen.de/mailman/listinfo/jvt-experts and 
http://mailman.rwth-aachen.de/mailman/listinfo/jvt-bitstream.
The JVT expresses its thanks to RWTH Aachen University for volunteering to host the email reflectors in the future, and the IMTC for its excellent long-time past service in hosting JVT email reflectors.
The JVT chairmen propose to hold a JVT meeting during 23-29 July 2005 under the ISO/IEC auspices of the 73rd meeting of WG 11 (25-29 July 2005) in Poznan, Poland.  Subsequent JVT meetings are then proposed to continue to be held under the auspices of subsequent meetings of WG 11 until the time of the first 2006 meeting of ITU-T SG 16.
11.
JVT Meeting Attendance
According to a sign-in sheet passed around at the meeting, the following persons attended the JVT meeting:
1. Gary Sullivan (Microsoft)

2. Thomas Wiegand (Fraunfofer HHI)

3. Jens-Rainer Ohm (RWTH Aachen)

4. Byeong-Moon Jeon (LG Electronics)

5. Seung-Wook Park (LG Electronics)

6. Seyoun Jeong (ETRI)

7. Minwoo Park (KHU)

8. Peter Amon (Siemens)

9. Bae-Keun Lee (Samsung Electronics)

10. Woo-Jin Han (Samsung Electronics)

11. Kyo-Hyuk Lee (Samsung Electronics)

12. Woo-Shik Kim (Samsung AIT)

13. Lee Men Huang (Panasonic Singapore Labs)

14. Ong Chin Phek (Panasonic Singapore Labs)

15. Sangchang Cha (Samsung Electronics)

16. Manu Mathew (Samsung Electronics)

17. Yung-Lyul Lee (Sejong University)

18. Hyun Mun Kim (Samsung AIT)

19. Ruiqin Xiong (ICT, CAS)

20. Jizheng Xu (Microsoft)

21. Yukihiro Bandoh (NTT)

22. Yong Ju Jung (ICU)

23. Tae Heon Bae (ICU)

24. Truong Cong Thang (ICU)

25. Mike Nilsson (BT)

26. Jeehong Lee (KAIST)

27. Ilhong Shin (KAIST)

28. Sanghee Park (Korea University)
29. Nam Hyeong Kim (Korea University)

30. Hae-Chul Choi (ETRI)

31. Jungyoup Yang (Sungkyunkwan University)
32. Woong Il Choi (Sungkyunkwan University)

33. Cristina Gomila (Thomson)

34. Jiefu Zhai (Thomson)

35. Ying Chen (Thomson)

36. Purvin Pandit (Thomson)

37. Tobias Oelbaum (Tech. Univ. Berlin)

38. Jong Ryul Kim (Sejong Univ.)

39. Jae-Ho Hur (Sejong Univ.)

40. Bart Masschelein (IMEC)

41. Greg Cook (Thomson)

42. Haoping Yu (Thomson)

43. Huifang Sun (Mitsubishi)

44. Patrice Onno (Canon)

45. Stephane Pateux (France Telecom)

46. Isabelle Amoneu (France Telecom)

47. Jan Lievens (Vrije Univ. Brussels)

48. Lianhuan Xiong (Huawei Tech.)

49. Satoru Sakazume (JVC)

50. Toru Kumakura (JVC)

51. Takeshi Chujoh (Toshiba)

52. Phoom Sagetong (Qualcomm)

53. Vieron Jècôme (Thomson)

54. François Edouard (Thomson)

55. Shawmin Lei (Sharp Labs of America)

56. Andrew Segall (Sharp Labs of America)

57. Teruhiko Suzuki (Sony)

58. Takahiro Kimoto (NEC)

59. Kyung Il-Lee (KyungHee Univ.)

60. Seung Pyo-Shin (KyunHee Univ.)

61. Michael Horowitz (CoVi Technologies)
62. Yong Yan (Freescale Semiconductor)

63. Yiliang Bao (Nokia)

64. Justin Ridge (Nokia)
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