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1. Introduction

This document presents the applications and requirements for scalable video. It addresses coding schemes for reliably delivery of video to diverse clients over heterogeneous networks using available system resources, particularly in scenarios where the downstream client capabilities, system resources, and network conditions are not known in advance. For example, clients may have different display resolutions, systems may have different caching or intermediate storage resources, and networks may have varying bandwidths, loss rates, and best-effort or QoS capabilities.

Section 2 of this document lists the requirements that were extracted from the application examples as documented in Section 4.

It is understood that the particular requirements for scalable video coding may vary widely, according to the application being considered.  Consequently, requirements for a family of one or more applications may not be requirements for other applications.  This diversity is documented further in Section 3.  It is highly desirable that particular scalable video coders meeting the requirements for a family of applications be realisable from a common technical framework.
2. Requirements

Note that in the following sections, we use “shall” if a certain requirement is mandatory for all applications, and “should” if a certain requirement is essential for particular applications, and “may” if a certain requirement is desirable. In addition, in the following sections the support to for example 3 levels of scalability (spatial or temporal) must be understood as the support for 3 levels of spatial resolutions: the original input resolution and two additional ones. (For example, if SD is the input resolution, the additional support for CIF and QCIF represent three levels of spatial scalability).

1. Spatial scalability

Requirement:

Scalable coding shall support a mechanism that enables at least 2 levels of spatial scalability. For example, resolutions from 44x38 to 3610 x 1536 are desirable. (This is essentially a level issue)

Scalable coding should support a mechanism that enables at least 3 levels of spatial scalability.

Scalable coding may enable more than 3 levels of spatial resolution.

Scalable coding should support extended spatial scalability, that is a mechanism that enables :

· non dyadic spatial scalability;

· different horizontal and vertical dimension ratios from one spatial layer to its spatial enhancement layer;

· addition of spatial information from one spatial layer to its enhancement spatial layer (e.g. 4:3 window in a 16:9 enhancement layer – exact wording to be provided by Thomson, Visiowave and Nokia).
For example, spatial scalability with resolutions 720x480 (SD) and 1280x720 (HD) should be supported, SD content being part of HD content.

Example:

For instance, for Multi-channel content production and distribution, the same stream will be viewed on a variety of devices having different spatial resolutions and aspect ratios.

2. Temporal scalability

Requirement:

Scalable coding shall support a mechanism that enables at least 2 levels of temporal scalability. Decoding of moving pictures with frame rates up to 60 Hz should be supported.

Scalable coding should support a mechanism that enables at least 6 levels of temporal scalability.

Non-dyadic temporal decomposition may be supported.
Example:

For instance, for Multi-channel content production and distribution, the same stream will be viewed on a variety of devices having different temporal resolution capabilities. For example, 7.5Hz, 15Hz, 30Hz and 60Hz should be supported for certain applications.

3. Quality (SNR) scalability

Requirement:

Scalable coding shall support a mechanism that enables quality (SNR) scalability with finite (coarse-grained, e.g. 25% bit rate) steps. The decoded quality should vary between acceptable and visually lossless.

Scalable coding should support a mechanism enabling medium-grained quality scalability (e.g. 10% bit rate steps).

Scalable coding may support fine grain scalability (e.g. on a byte or MB level).

Scalable coding should support lossless coding.
Example:

For instance, in order to charge a different fee for higher resolution content (requiring more bandwidth/storage), different quality levels should be provided. An application for this scalability could be in the context of storage and transmission.

4. Complexity scalability

Requirement:

The scalable coded bitstream should be adjustable to the complexity levels and power characteristics of the receiving devices. Moreover, scalable video coding should enable the complexity scalability to vary dynamically according to changing device characteristics.

Example:

For instance, a device can decide to trade-off the quality of the received video for a longer battery life.

5. Region of interest scalability

Requirement:

Scalable coding should support a mechanism that permits interactive rectangular region of interest scalability with an access granularity of 32 pixels.

Example

For instance, a user may desire that a certain region of the video should be displayed at a requested  quality.  Functions such as zoom and pan of the ROI are to be directed by the user (at the receiver end). Region of Interest scalability allows the user to both designate and obtain a region on the screen under the available bandwidth.

7. Combined scalability

Requirement:

Scalable coding shall support a mechanism that enables arbitrarily combined quality (SNR), temporal, spatial and complexity scalability at least for a finite number of fixed points (these points representing any combination of spatial, temporal or SNR resolution, depending on the application). The appropriate number of fixed points will vary substantially according to the application (e.g. 8 for one application, 24 for another. This will be a level issue).

The coding efficiency restriction according to Requirement 13 shall be fulfilled for any of these fixed points. For certain applications the coding efficiency restriction according to Requirement 13 shall be fulfilled only for a minimum number of fixed points (to be specified), and the remaining fixed points shall not incur a larger coding efficiency penalty than 25% in bit-rate.

Example:

For instance, when a device moves from a high bandwidth to a low bandwidth connection, the change in the user experience should be gradual.

8. Robustness to different types of transmission errors

Requirement:

 Scalable coding should be robust to different types of transmission errors.
Example:

For transmission over error-prone networks (wireless, Internet), the scalable coding should provide acceptable quality video under different types of error patterns (burst, independent, uniformly distributed, etc.).

9. Graceful degradation

Requirement:

 Scalable coding should provide graceful degradation under different transmission error conditions.
Example:

For transmission over error-prone networks (wireless, Internet), the scalable coding should be able to provide acceptable quality video with graceful degradation.

10. Robustness under “best-effort” networks

Requirement:

Scalable coding should support a mechanism that enables robustness under “best-effort” networks, where all packets are treated equally and may be lost with equal probability.

Example

For instance, for streaming over the conventional best-effort Internet or video over 802.11b best-effort wireless networks, the video can be coded using multiple description scalable coding to provide robustness under “best-effort” networks.

12. Colour depth

Requirement:

The standard should support color depth scalability (e.g. extracting 8 bit content from an 12 bit coded bit stream, or extracting the Y component from a YUV coded bit stream), and the coding of moving pictures containing up to 10 bits per pixel component (linear and logarithmic). The standard may support coding of moving pictures containing up to 12 bits per pixel component (linear and logarithmic).
The standard shall support coding of moving pictures in YCbCr formats. For the YCbCr format, 4:4:4, 4:2:2 and 4:2:0 samplings should be supported if the source is in this format.

Coding of colorimetry information, e.g., color primaries, should be supported.

The standard may support coding of moving pictures in RGB formats.

13. Coding efficiency performance

Requirement:

The embedded bitstream provided by scalable coding shall not incur a larger coding efficiency penalty than 10% in bit-rate for the same PERCEIVED quality as compared with the bitstream provided by a single layer (not multicast), state-of-the-art non-scalable coding schemes under error-free conditions. Note that this requirement might be relaxed in combination with other requirements (e.g. low-delay coding or combined scalability).

Example:

Unless the coding efficiency penalty for scalable coding is limited, scalable coding for transmission over bandwidth-limited networks will not be useful.

14. Base-layer compatibility

Requirement:

The standard should produce a base layer compliant with MPEG-4 AVC.  The issue of profiles/levels compatibility with MPEG-4 AVC is to be considered, and may include any existing or forthcoming MPEG-4 AVC profiles/levels.

15. Low Complexity Codecs

Requirement:

 Scalable coding should enable low complexity implementations for encoding as well as decoding.
Example:

For service providers who need to create ‘live’ content, the complexity of the needed infrastructure needs to be minimized. For certain types of devices such as mobile devices it needs to be possible to implement encoders and decoders that work in resource-constrained environments.

Note:

Complexity is always relative to implementation platform and decoded spatial resolution.

16. End-to-End Delay

Requirement:

Scalable coding should support a low delay mode with a delay of no more than 150ms. In computing the delay, the frame period, encoding and decoding delay are to be included, but network/transport-related delay is to be excluded. When operating in low delay mode, and compared to a non-scalable coder configured for low-delay operation, the scalable coder shall not incur a larger coding efficiency penalty than 25% in bit-rate. For certain applications, the coding efficiency restriction according to Requirement 13 shall be fulfilled.
Example:

For instance, for conversational services or for changing channels when transmitting video over wireless networks, the end-to-end delay should be kept limited.

17. Random access capability

Requirement:

Scalable coding shall provide random access at any scalability layer (e.g. spatial, temporal, quality). It should support temporal random access with a granularity of less than 450ms.
Example:

For instance, when user is switching between TV channels, random access should be provided.

18. Support for coding of interlaced material

Requirement:

For certain resolutions (SD, HD) scalable coding should provide a mechanism for coding interlaced material. The final bitstream may permit scalability between interlaced and progressive formats (e.g. ITU-R 601 interlaced material and CIF progressive material).
Example:

For instance, the coding of “broadcast” (ITU-R 601) would require coding of interlaced material.
19. System interface to support quality selection
Requirement:

A new scalable coding technology should define a uniform way to manipulate and adapt scalable streams that can be mapped easily to widely used protocols today.
Note
“Quality selection,” means that sending systems can dynamically generate different target frame rate, bitrate, and resolution from the stored bitstream based on usage environment.
Example:

The industry requires a standard interface to manipulate the scalable video contents created by the proposed technology via popular system layers and control protocols, such as MPEG-4 systems, NAL units, MPEG-21 DIA, RTSP/SDP and SIP.

20. Multiple Adaptations

Requirement:

The scalable video bitstream should permit multiple successive extractions of lower quality bitstreams from the initial bitstream. It may permit non-linear extraction following different spatio-temporal paths.

Example:

When mobile video is being streamed over a 3G IP network with Multimedia Broadcast/Multicast Services (MBMS), the video bitstream can potentially be ‘transcoded’ at various points in the network.
3. Application-specific requirements

There are a wide range of applications requiring scalable video coding, and the requirements for these applications vary considerably.  The following table broadly groups applications into “families” and provides details about the importance of each requirement. A “Y” means that a requirement is essential for an application family, a “d” means it is desirable.

For each of the entries, a link is given [in brackets] to the respective text in the application examples that describes the need for this specific requirement.

	
	Surveillance
	Military
	Mobile inter​active
	Mobile stream​ing/ broadcast
	Broadcast
	Home networking
	Professional
	Conclusion (see Section 2)


	Comments

	Spatial scalability
	3 (5 desirable)[7,10]
	3 (4 desirable) [7,16]
	2[13]
	2[14]
	2 (3 desirable), extended[5]
	2, (4 desirable), extended [1]
	2, extended [15]
	Shall have 2, should have 3, may have 5
	Minimum number of levels

	Temporal scalability
	3[7], 6[10]
	3 (5 desirable [7, 16]
	
	2[14]
	2[5]
	2 (4 desirable) [1]
	3 [15]
	Shall have 2, should have 6
	Minimum number of levels

	Quality (SNR) scalability
	M[7], C [10]
	M [7], F (up to lossless) [16]
	
	M[14]
	M[5]
	M[1]
	C [up to lossless, 15]
	Shall have coarse, should have fine, should scale up to lossless
	F=fine (e.g. MB level), M: 10% steps, C: 25% steps

	Complexity scalability
	Y[7,10]
	
	Y[13]
	Y[14]
	Y[5]
	Y[1]
	Y [15]
	Should be supported
	

	Region of interest
	Y [rectangular, 32 pixel granularity, 10]
	Y [rectangular, 32 pixel granularity, 16]
	
	
	
	
	
	Rectangular should be supported
	

	Combined scalability
	Y[7]
	Y [7, 16]
	? [13, Justin???]
	Y[2spatial+2temporal+SNR, 14]
	Y[5]
	Y[1]
	Y [15]
	Shall (should?) be supported
	Minimal number of fixed points

	Robustness
	
	d [16]
	Y[13]
	Y[14]
	
	
	
	Should be supported
	

	Graceful degradation
	
	Y [16]
	
	d[14]
	
	
	
	Should be supported
	

	“Best effort” robustness
	
	Y [UDP should be supported, 16]
	
	Y[14]
	
	
	
	Should be supported
	

	Colour depth
	2 levels [YUV and Y only, 10]
	Y [8bit from 10 or 12 bit, 16]
	 
	
	
	
	Y [8bit from 10 or 12 bit, 15]
	Should be supported
	

	Coding efficiency
	Y [7, <10% more than AVC, 10]
	Y [7]
	Y [13, Justin???]
	Y[AVC, 14]
	Y[5]
	Y[1]
	Y [15]
	Shall be supported
	

	Base layer compatibilty
	Y [AVC, 10]
	
	Y [3GPP, 13]
	Y[AVC, 14]
	Y[AVC, 5]
	Y[AVC,1]
	
	Should be supported
	

	Low complexity
	Y[10]
	
	Y [like 3GPP, 13]
	Y[similar to AVC, 14]
	
	
	
	Should be supported
	

	Low delay
	<150ms [10]
	
	<400ms (<150ms desirable) [13]
	
	
	
	Y [15]
	Should be supported
	

	Random access
	< 450ms [10]
	
	
	
	
	
	
	Shall be supported, <450ms should be supported
	

	Interlaced support
	
	
	
	
	Y [5]
	Y[1]
	Y [15]
	Should be supported
	

	System interface for quality selection
	
	
	
	Y[9]
	
	
	
	Should be supported
	

	Multiple adaptations
	Y (non-linear desirable) [7,10]
	Y [7]
	
	
	
	
	
	Should be supported
	


4. System Related Requirements

Besides the requirements on the video coding format, also system related requirements are listed.

Requirement 1: The file format should support maintaining the maximum scalability flexibility (easy addressability of all possible “scalability subsets”).

Example: In some application cases the full adaptation flexibility must be preserved along the transmission path. In other applications a layered representation of the transmitted bitstream provides simpler adaptation mechanisms (e.g. on a network node). 

Requirement 2: The file format should support both the efficient transmission of fully scalable SVC stream as well as the efficient mapping from a fully scalable representation to a layered representation (e.g. hierarchical hint tracks).

Note: The term ‘fully scalable representation’ refers to a description of multi-dimensional scalability points of the scalable video format, where all scalability axes (temporal, spatial, SNR) are accessible independently of each other, preserving maximum scalability flexibility (combined scalability) of the scalable video format. The term ‘layered representation’ refers to a description of a pre-defined sub-set of scalability points on a one-dimensional extraction/adaptation path.

Requirement 3: The file format should be backward compatible with the AVC file format.

Example: It should be possible to access and to decode the AVC compatible base layer without knowing about the file format extensions for SVC.

Requirement 4: The file format should support efficient extraction of the desired portion from the SVC bitstream (“linear storage”).

Example: When accessing a scalable media file, probably a large amount of the data in the file is not necessary for the desired quality. Unnecessary read operations should be kept at a minimum.

Requirement 5: The NALU specification for SVC should efficiently support the use of transmission protocols that allow an efficient transmission of fully scalable SVC streams as well as a flexible configurable transmission of a layered representation of SVC streams (“RTP hint track”).

Example: The target set of transmission protocols includes a possible RTP payload format for SVC.

Example: In some application cases the full adaptation flexibility must be preserved along the transmission path. In other applications a layered representation of the transmitted bitstream provides simpler adaptation mechanisms (e.g. on a network node).
Like it was done for the requirements for the video coding part, also the system related requirements shall be mapped to the application families.

	
	Surveillance
	Military
	Mobile inter​active
	Mobile stream​ing/ broadcast
	Broadcast
	Home networking
	Professional
	Conclusion


	Comments

	SYS Req. 1
	Y [7,10]
	?
	
	Y [9,13]
	Y [5,9]
	?
	?
	Should be supported
	

	SYS Req. 2
	Y [7,10]
	?
	
	Y [9,13]
	Y [5,9]
	?
	?
	Should be supported
	

	SYS Req. 3
	 
	?
	
	Y [9,13]
	Y [5,9]
	?
	?
	Should be supported
	

	SYS Req. 4
	Y [7,10]
	?
	
	Y [9,13]
	Y [5,9]
	?
	?
	Should be supported
	

	SYS Req. 5
	Y [7,10]
	?
	Y [14]
	Y [9,13]
	Y [5,9]
	?
	?
	Should be supported
	


5. Applications

A set of applications that require scalable and reliable video coding is given below: Wireless LAN video, Broadband Video Distribution, Storage applications, MPEG-21 DIA based adaptation, Digital Video Surveillance, Video telephony/conferencing, Mobile streaming video, Professional video manipulation and Military applications.
In the following, more details of these applications are presented and the reasons why they require scalable and reliable video coding are highlighted. A mapping of these applications to the “application families” given in Section 3 is provided in the following table (X in brackets means that the application example is of interest for the application family, but not one of its core applications).

	Application Family(
Application 
example
	Surveillance
	Military
	Mobile interactive
	Mobile streaming/broadcast
	Broadcast
	Home networking
	Professional

	Wireless LAN[1]
	(X)
	
	
	
	
	X
	

	Broadband Video Distribution[5]
	
	
	
	
	X
	
	

	Storage applications[7]
	X
	X
	
	
	
	(X)
	(X)

	MPEG-21 DIA based adaptation[9]
	(X)
	(X)
	(X)
	X
	(X)
	(X)
	(X)

	Digital Video Surveillance[10]
	X
	(X)
	
	
	
	
	

	Video telephony/conferencing[13]
	
	
	X
	
	
	
	

	Mobile streaming video[14]
	
	
	
	X
	
	
	

	Professional video manipulation[15]
	
	
	
	
	
	
	X

	Military (Digital Video Surveillance)[16]
	
	X
	
	
	
	
	


Application Example 1: Wireless LAN video in home network

Supporting companies

Thomson, France Telecom, Philips, Siemens

Application families it belongs to :

Home Networking 

Short overview (technical) :

This application is about distributing video content on wireless LAN in-home environments. Content has to be adapted on-line to different client capabilities and access conditions, both in terms of display and bandwidth. Furthermore, all the flows compete for the available resources in the home network, home gateway, and also in the access link.

Detailed description :

The application example is about in-home wireless video interconnections.

The falling cost of WLAN products has also led to their increased use in consumer homes. Although currently most WLANs are predominantly used for data transfer, the higher bandwidth provided by new WLANs technologies such as IEEE 802.11a and IEEE 802.11g will ultimately lead to their increasing use for multimedia transmission.  In this context, a major goal of the home network is to get access to different video services from the home gateway in any room, with any terminal. This implies an on-line adaptation to different client capabilities and access conditions, both in terms of display (e.g., multimedia and web-browsing PCs, TVs with set-top-boxes, digital PVRs) and bandwidth. Furthermore, all the flows generated by these devices compete for the available resources in the home network, home gateway, and also, of course, in the access link and links deeper in the network.

Application needs and required functionalities:


A: Time-varying bandwidth

In order to manage the well-known bandwidth variations due to physical constraints and bandwidth sharing, fine grain scalability is needed for a smooth adaptation.

Requirements: fine grain SNR plus limited spatial scalability for managing wide bandwidth variations

B : Device adaptation  

In scenario like broadcast (eg. content viewed simultaneously by stationary terminal & portable terminal) as well as for point to point scenario, the main interest of scalability is the adaptation to a variety of devices, which requires both spatial, temporal, SNR and complexity scalability. For instance, a typical scenario would be to consider three basic configurations, implying combined scalability:

· HD / 60Hz / 8-10Mbps

· SD / 30Hz-60Hz / 2-3Mbps

· CIF / 15-30Hz / 500-1000kbps

Requirements: Combined spatial/temporal/SNR, medium grain,  complexity scalability, spatial resolution ratio’s are arbitrary (not only powers of 2), hybrid combinations need to be supported (e.g. CIF progressive  lower layer & SD interlaced higher layers, lower layer and 720p higher layers)

SVC requirements affected :

	Spatial scalability
	Required, 2 to 4 levels 

Extended (mainly for  SD / HD scalability case)

	Temporal scalability
	Required, 2 to 4   levels 

	SNR scalability
	Required, 10%

	Complexity scalability
	Complexity adapted to spatial resolution  and/or devices capabilities. 

	Combined scalability
	Required

	Coding efficiency
	Required

	Base-layer compatibility
	MPEG-4 AVC (highly desirable )

	Interlaced Support
	Required


Possible (standard?) alternative solutions :

Applications discussed above can be managed using multiple versions at different bit-rates of the content, but this solution does not ensure smooth adaptation of bandwidth variations. (bitstream switching, limiting response time for adaptation)

Moreover, compared to other possible solutions (storage of multiple versions of the same content, or real time re-encoding/trans-rating of the content for devices not compliant with the original content), scalability greatly simplifies the storage and distribution processes. (Simulcast, limiting the max picture quality)

Application Example 5: Broadband video distribution 

Original contributors 

France Telecom Division R&D, Thomson R&D, Siemens

List of supporting companies

France Telecom, Thomson, Philips

Application Family

Broadcast

Short overview (technical)

This application is about distributing TV over delivery networks.

In particular, it addresses the DSL video distribution: The same video content (movie, sports…) is delivered to all ADSL clients, whatever their bandwidth and display capabilities. In addition, the same video content coming from another network (e.g. DVB) may be forwarded over DSL and reforwarded to another one (e.g. Wimax).

The requirements and needs are envisaged from two points of view :

· client

· network or service provider

Detailed description

· The delivery of advanced video services over DSL (TV broadcasting, video-on-demand, news-on-demand, interactive video, business TV, distance learning) is a significant opportunity area for many service providers. Fast internet access has been the major driver for DSL deployment up to now. Now Telecom operators try to propose multi-service delivery on the copper cable in order to keep added value when the voice business is quickly falling down. Compared to usual broadcast applications (satellite, cable or terrestrial), multi-service provisioning on IP networks has to face different client capabilities and needs. In particular the following points need to be highlighted:Bandwidth depends  on the network infrastructure deployment (DSL bandwidth decreases with distance). 

· Even under network variations, the network/service operator needs to be able to serve a maximum of clients.

· The client can choose/pay for different bandwidths.

· Different services, corresponding to different devices capabilities, are used. For instance, the simultaneous offer of HD and SD TV content requires different spatial resolutions and bandwidths 

· Different users will consume different services at the same time so the network needs to correctly manage that. If the network is designed for a certain level of occupancy, it must still deliver video services with a decreased quality level in case of over-occupancy.

The solution to cope with these multiple operator/service/display/channel combinations is to use adaptable content. Current solutions (based on non scalable technologies such as MPEG-2 or MPEG-4 AVC) require content multiplication (encoding and delivery of the same content at different bit-rates) as well as trans-rating to cope with these multiple combinations. 

Application needs and required functionalities

Client side requirements:

An example of multi-level offer is given below for SD/HD content delivery.

	Offer
	client profile
	Type of service

	offer 1
	client with very low bandwidth 

(300Kbps-1Mbps)
	1 CIF base quality

	offer 2
	client with Low bandwidth 

(1-2Mbps)
	1 SD base quality

	offer 3
	client with Medium bandwidth 

(2-5Mbps)
	1 SD high quality or

2 SD base quality

	offer 4
	client with High bandwidth 

(5-8Mbps)
	n SD base/high quality or

1 HD base quality

	offer 5
	client with Very High bandwidth 

(8-12Mbps)
	N SD base/high quality or

1 HD high quality


Note that this is only an example; of course the multi-level offer can be more progressive, with intermediate offers (more or less finely granular).

In summary, the video stream :

· must range from low quality television (at e.g. 400 Kb/s in CIF) to high definition TV (around 10 Mbps)

· must be able to serve different terminals with different displays and processing capabilities (ranging from PDA to high-definition TV sets).

The main requirements here are combined scalability (spatial, temporal, SNR, complexity) with medium grain.

Operator/service provider side requirements

In terms of operating costs, scalability provides the following economical assets:

· Decoupling of the encoding process from the streaming, which reduces the number of processes (encoding, re-encoding, trans-rating) necessary for universal video delivery.

· Saving storage space and facilitate management at the video server (one unique stream instead of multiple versions of the same content).

· Saving of bandwidth and increasing of channel capacity on a given infrastructure. Associated to this point, the network traffic is reduced, with a better use of the backbone and client bandwidths. 

· Leverage, with a reduced cost, of the content already created for broadband or broadcast, on other distribution media. For instance, in case of broadcasting live event on DSL, the content can be delivered without additional cost via other channels (web, mobile phone).

In addition, scalability allows the operator to reach a maximum of clients (eligibility control). The capacity of a client (or more presumably a group of clients) may be different due to their distance to the DSLAM (2.5 Mbps instead of the 3 Mbps necessary to receive the service (TV over DSL)). If the operator beneficiates from truly scalable coders, this group of clients may become eligible even though their capacity is below the requested capacity (this extension of eligibility could be associated with adapted commercial offers, but also could be imposed by legislation).

Regarding formats issues, it is important to emphasize that this application also requires extended scalability and interlaced supports. This is of major importance in case of simultaneous delivery of SD and HD content, for which the three following points must be considered:

· SD and HD formats do not correspond to dyadic spatial scalability.

· SD content is generally sub-content of the HD content (for instance, because of the 16/9 to 4/3 conversion, HD to SD conversion applies a cropping to HD pictures before downsampling). 

· most of the content produced today for broadcast and broadband video distribution is interlaced. Even for HD, many content creators still use 1080i format.

The main requirements are: 

· medium grain scalability

· coding efficiency

· combined scalability (simultaneous management of HD/SD)

SVC requirements affected (spatial, temporal…scalabilities) 

	Spatial scalability
	2 to 3 levels for simultaneous management of  SD / HD / PC content

Extended  for  SD / HD

	Temporal scalability
	2 levels for simultaneous management of  30Hz / 60Hz content

	SNR scalability
	Medium grain for bandwidth adaptation, easy content re-encoding, multiple access management, eligibility control

	Complexity scalability
	Complexity adapted to spatial resolution and/or device capabilities of the terminal (SD / HD)

	Combined scalability
	Simultaneous management of  SD / HD content 

	Coding efficiency
	Required

	Base-layer compatibility
	Highly desirable with MPEG-4 AVC

	Interlaced Support
	Required


Possible alternative solutions

A possible alternative to scalability for TV broadcast is to transcode or to encode and simulcast (or switch between) several video streams corresponding to a predefined number of scalable levels (spatial/SNR/temporal): e.g. 

· 400kbps/1Mbps for low quality TV, 

· 3Mbps for SDTV, 

· 10Mbps for HDTV.

This allows to serve groups of clients with various capabilities, ranging from low quality TV to HDTV. Nevertheless, this approach is very limited : 

Limitations on client side 

· Bad optimisation of the capacities (if the network capacity drops, a 2Mb client may drop to 1Mb even though he has the capability to receive 1.9 Mb)

Limitations on operator/service provider side: 

· Need to provide multiple coding for multiple networks (e.g. to broadcast the same contents (TV bouquets) over DVB, UMTS or wireless channels, with a different bitrate).
· No ability to provide multiple bit-streams for a single target bit-rate : the same bitrate may be a target for different devices / networks : e.g. 300 kbps for mobile terminals (limited spatial resolution) and for TV applications (reduced image quality). 

· No ability to connect a maximum of clients by varying the eligibility criteria. (The capacity of a group of clients may become 2.8 Mbps (instead of the 3 Mbps) at a given time). 

· No anticipation of future needs/target rates. We cannot know precisely in advance what the networks and target levels will be in the future. Any change would imply re-encoding the contents.

Application Example 7: Scalable video storage with erosion functionality
Original Contributor

Ulrich Benzler (Robert Bosch GmbH)
List of supporting companies

Bosch, Visiowave, Panasonic

Application families

Surveillance (, Home networking)

Short overview (technical)

In surveillance systems, the storage space for recorded video sequences is limited (essentially, it is "always full", regardless of the physical size of the storage). Although, the importance of the recorded data, and thus the required quality of the recorded video sequences, decreases over time. For example, the full resolution video needs only to be stored for three days, and sequences older than that are only required in a medium quality and/or resolution. If the sequences are older than one week, only a minimal resolution and/or quality is required for medium-to-long-term archiving.

Detailed description

The computational power for the "erosion task" on the storage server is very limited, because of the possibly very large number of different video sequences that need to be "eroded". Thus, transcoding of the streams is not possible. Also a "concatenation" of erosion steps is typically needed.

Furthermore, the granularity of the "erosion steps" is possibly not known in advance and may be influenced dynamically by other parameters (e.g. alarm situations, differing number of streams over time and thus varying "fullness" of the storage). Thus, simulcast is not feasible, since a large number of different streams (i.e. different qualities) would be needed in parallel.

Application needs and required functionalities

scalable representation of recorded video, multiple adaptation of streams

SVC requirements affected

Spatial scalability (3 levels)

Temporal scalability (3 levels)

SNR scalability (medium grain)

combined scalability

coding efficiency (maximum overhead compared with single layer coding: 15%)

multiple adaptations

Application Example 9: MPEG-21 DIA based adaptation

Original Contributor

Unknown, Editor: Peter Amon (Siemens AG)

List of supporting companies

Siemens AG, Deutsche Telekom, France Telecom

Application families it belongs to

Since MPEG-21 Digital Item Adaptation is e.g. used for the adaptation of scalable media, it belongs to all application families. One prominent one is mobile streaming/broadcast.

Short Overview (technical)

MPEG-21 DIA is a technology e.g. to adapt scalable bit-streams to the different devices and networks. Therefore, a standardized system interface (e.g. bit-stream syntax) is necessary to support this functionality. The following detailed description depicts a scenario for the usage of MPEG-21 DIA. (MPEG-21 DIA is more a technology that allows the adaptation of scalable (video) content within several other application scenarios than an application scenario itself.)

Detailed Description

This part tells the usage of scalable coding schemes in terms of MPEG-21 DIA aspect. In order to make clear the environment, there is a possible scenario for DIA usage as follows:

A live video is being streamed to a home gateway and forwarded to an HDTV via a wired home network. After a while, one person decides to go outside into the garden and continue watching the same video resource (content) on a PDA-like device, connected to the home gateway via a wireless network. The video resource (content) has to be copied and adapted to the new device.
In the above scenario, different communication channels could be taken into account such as that a user is leaving his/her home, connection has to be switched from home WLAN to e.g. UMTS, where this can be managed by the home gateway which dials into UMTS and connects to the PDA. Also, scalable coding comes into play and prepares adaptation in advance in a scalable manner.
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Adaptation needs to enable this scenario:

	Constraints
	Characteristics 
	Possible solutions in terms of DIA

	Lower & varying bandwidth due to mobility (distance from gateway)
	Network characteristics & mobility characteristics

NetworkCharacteristicsMobilityCharacteristics


	Spatio-temporal-SNR scalability to adapt to the instantaneous bandwidth conditions

	Higher bit error rate
	Network characteristics

NetworkCharacteristics

	UEP (retransmission, FEC) for protecting the most important information of the scalable stream.

Use error-resilient multiple description coding, particularly effective for best-effort networks.

	Smaller display
	Terminal capabilities

DisplayCapabilities 

	(spatial-temporal-SNR) Scalability is used to adapt to the screen size

	Battery power constraint
	Terminal capabilities

DeviceProperties

	Some of the scalable coded video data can be discarded on the fly to achieve low power (can be discarded at the gateway based on the Terminal capabilities)

	Computation constraint
	Terminal capabilities

DecodingCapabilities

EncodingCapabilities


	Some of the scalable coded video data can be discarded on the fly to achieve low complexity scaling (can be discarded at the gateway based on the Terminal capabilities)

	Colour depth
	Terminal capabilities

DisplayCapabilities

	Quality scalability can be used since the screen can mask some of the coding artifacts and/or cannot display the full depth anyhow

	Lower memory
	Terminal capabilities

DisplayCapabilities 

	Scalability can be used to reduce the amount of memory

	User choices (choose between image quality & motion smoothness)
	User characteristics

UserCharacteristics (all)
e.g. AudioPresentationPrefs.


- DisplayPresentationPrefs.
 
	Easy tradeoffs between spatio-temporal-SNR scalability

	Addition of extra session
	Session mobility

Session Mobility Tools

	base-layer is stored at the gateway/proxy to enable easy hand-shake

	Differences of devices at home in a broadcast/multicast scenario
	Terminal capabilities

TerminalCapabilities (all)

e.g., see above capabilities
	backbone has to deliver a fully scalable stream, adaptation can take place anywhere in the whole transmission chain depending on the capabilities of network and devices.

	Different communication channels
	Network characteristics

DataIOCharacteristics


NetworkCharacteristics

	an user is leaving her home, connection has to be switched from home WLAN to e.g. UMTS, where this switching mechanism can be managed by the home gateway which dials into UMTS and connects to the mobile device which can be no longer reached by WLAN.


Application needs and required functionalities

The application/technology (MPEG-21 DIA) requires a standardized system interface (e.g. bit-stream syntax) that supports the adaptation of the scalable video stream.

SVC requirements affected

System interface to support quality selection

(In the above described scenario, also other requirements like spatial scalability are relevant. However, in order to avoid overlap with other applications scenarios, these requirements should be extracted from the other application scenarios.)

Possible (standard?) alternative solutions

Packetization and adaptation on network level using e.g. RTP (Also in this case, a standard system interface, e.g. bit-stream syntax or file format, is necessary.)

Application Example 10: Digital Video Surveillance

Original contributor

Francesco Ziliani (VisioWave)

List of supporting companies

Panasonic, VisioWave S.A., Bosch

Application family it belongs to

Surveillance

Short technical overview

Digital Video Surveillance is composed of a large number of video sources that are simultaneously made accessible through a digital network to a variety of clients (users). Clients can be classical monitors or display walls, video recorders, mobile handsets, image analysis servers, etc… In Figure 1, an overview of a digital video surveillance architecture is provided. Note that in video surveillance the number of video sources is in general much larger than the number of clients. There are installations today counting more than 10,000 video ports, making digital video surveillance very challenging in terms of bandwidth and complexity scalability.

In digital video surveillance architectures, clients may access surveillance videos through very different digital networks (high bandwidth, ADSL, WiFi, …).

Each client has specific constraints on how to access the video sources. Such constraints are due to the diversity of the clients specifications and to the way they are used in a video surveillance system. In the following section a detailed description of typical application scenarios are provided that summarizes how the clients access the video inputs and which requirements they impose to a scalable video coding. 
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Figure 1: An overview of digital video surveillance

Detailed description

Live Monitoring

Images from a set of surveillance cameras can be transmitted to a number of different users. Some of these users may be at a fixed location (e.g. a designated CCTV room), some may be mobile, but within wireless LAN range (e.g. a security guard with a handheld device), and still others may be at a remote location (e.g. a homeowner checking the security of their residence using a 2.5G/3G mobile phone). Supporting the potential for multiple, simultaneous users in this scenario using a scalable video solution would remove some of the overhead on the server and network involved in coding and sending multiple streams.

Figure 2 illustrates different possible types of clients used for live monitoring in a multi-point surveillance system.

Central surveillance room connected to dedicated high-bandwidth network (LAN): prefers low delay, clear picture and smooth motion video stream because available bandwidth is high enough.

Remote surveillance room connected to narrow band network: prefers clear picture than motion smoothness because its terminal display size is big enough to show fine resolution of picture but available bandwidth is low.

Security guard with mobile terminal connected to wireless network: prefers smooth motion and error robust video stream because its terminal display size is small and network has error prone characteristics.


[image: image3.wmf]Surveillance 

Camera Server

b) Remote Surveillance Room

LAN

Wireless LAN

Low bit rate 

Network

Building

a) Central Surveillance Room

c) Security Guard

Mobile Terminal:

Smooth Motion

Error Robust

Mobile Terminal:

Smooth Motion

Error Robust

Main Monitor:

Clear Picture

and Smooth Motion

Main Monitor:

Clear Picture

and Smooth Motion

Sub Monitor:

Clear Picture

Sub Monitor:

Clear Picture


Figure 2: Example of Live Monitoring

Live monitoring in control rooms over dedicated high-bandwidth network have access to powerful display devices. In this context the priority is to access the highest resolution at the highest quality without trades off.

Live monitoring over limited bandwidth networks (ISDN/DSL) need to adapt to the changing bandwidth capacities. This requires high compression efficiency (within 10% of MPEG-4 AVC) but also the flexibility to trade off spatial and temporal resolution to improve the visual quality. For example it might be useful to access 4CIF at reduced frame rate to have a clear picture of the scene details or to access CIF at 10 fps to have a smooth motion description. In general 2 levels of spatial scalability (CIF/QCIF) and 4 levels of temporal scalability (e.g. 30,15,7.5,1 fps) are requested to reduce the bandwidth for good flexibility. In case of live monitoring over wireless networks additional constraints are the limited computational capacity of mobile devices. These need complexity scalability by a correct combination of spatial and temporal scalability.

Live monitoring over shared corporate LAN may relax the compression efficiency compared to limited bandwidth networks within 25% of AVC. However, since in these scenarios the monitoring devices may be limited, spatial and temporal scalability is important to achieve complexity scalability.  In general 3 levels of spatial scalability (4CIF/CIF/QCIF) and 4 levels of temporal scalability (e.g. 30,15,7.5,1 fps) are requested to reduce the bandwidth for good flexibility.

In most surveillance systems, the operators must interact with the scene under control. Typical interactions are: controlling of a pan-tilt-zoom camera remotely, activating audio signals, keeping active video coverage and radio contact with a guard dispatched on location to ensure his safety, closing fire doors, activating emergency stop of escalators... In all these interactions, it is important to keep the delay between the event and the observer to a minimum. In present deployed systems, the maximum end-to-end delay is below 40 ms which is the delay introduced by analog solutions. So scalable video coding for video surveillance applications shall support a low delay mode. Based on user input, we estimate the maximum allowable delay to be <150 ms. Under these low delay constraints, the coding efficiency may be relaxed within 25% of AVC.
In video surveillance systems, a control room centralizes the monitoring of the whole surveillance network. The central monitor is able to switch on to different available video channels providing the operator an overview of the entire surveillance network. The switching may be controlled by automatic image analysis: only the channels that are likely to be of interest for the operator are displayed on the monitor. In analog solutions, the switch between different channels is in the order of a frame and enables fast transition. So scalable video coding for video surveillance applications should support low switching time mode. Based on user input, we estimate the maximum allowable delay to be < 450 ms.

Storage

In most surveillance systems, the images captured by video cameras not only need to be sent over a network for remote monitoring, but they also need to be stored for supporting legal assessments or investigations in case of incidents. The maximum storage duration is defined by law and may change from one country to another. Typical recording durations range from a couple of hours to a few weeks, but in some cases may extend up to one year: this implies that the need for temporal resolution of stored video images is in general lower compared to the one required for monitoring purposes. The video recording may be distributed over the surveillance network (applied close to the encoder) or centralized in specific points of the network (control rooms or storage rooms). Often multiple recording of the same video input are requested: a short duration recording with high quality and temporal resolutions to support alarm verifications and a longer duration recording with lower quality and/or temporal resolutions down to 1Hz) for long term storage applications. In this context, a scalable video coding would remove much of the overhead and costs both at the encoders and at the centralized control or storage rooms. So scalable video encoding for video surveillance applications shall support multipath scalability. 

In surveillance systems, the amount of video stored makes it difficult to manually search in the database for a specific event. A complexity scalable video decoding would support a fast browsing of the stored video, guaranteeing at the same time access to higher quality when the event of interest is found. So scalable video decoding for video surveillance applications should support complexity scalability related to spatial and temporal scalability.

Temporal random access is an important requirement in storage: when browsing the user can request a fast access to a specific frame.

Scalability combinations adopted in real applications are: 6 temporal levels at 4CIF (from 30 fps down to 1 fps), 2 spatial levels (for light-resources, fast preview during browsing & playback) and 2 levels of SNR scalability (Low-High quality).

Mosaic display

In modern surveillance systems, control rooms are equipped with one large digital display instead of analog monitors. The advantage of a digital display is that it can display freely almost all the possible configurations from a mosaic of 16 videos with small spatial resolutions to a single video at high resolution. In this context a scalable video decoding that enables complexity scalability reduces the decoding overhead when displaying several low resolutions sources since only the right resolution would be decoded. So scalable video decoding for video surveillance applications shall support complexity scalability by the mean of linear spatial and temporal scalability: 3-level spatial, 4-level temporal.

Image Analysis

In large surveillance systems, the number of video ports may reach thousands of units. Such architecture requires automatic image analysis systems for its practical exploitation to offset the high cost of human operators. In this context, low-level image analysis such as motion detection is applied to decide if the human operator should monitor a specific video channel. Often low level image processing is applied on very low resolution images (down to QQQCIF) and with a low temporal frequency (down to 1Hz) to reduce the computational load and only on luminance information. A scalable video coding able to provide a stream from which a decoder may extract a large number of spatial and temporal resolutions would offer to any image analysis module a way to access the right color space, spatial and temporal resolution while drastically reducing decoding and/or computational overhead. So scalable video decoding for video surveillance applications shall support multipath scalability: 3-level spatial, 4-level temporal  and color components scalability: 2-level (YUV, BW).

Interoperability

In video surveillance, it is often necessary to export the video to standards based devices such as mobile phones and PDAs. Today for such devices, MPEG-AVC is profiling as the most suitable standard. To guarantee interoperability and take advantage of these devices in a video surveillance framework, scalable video coding for video surveillance applications shall support base layer compatibility with MPEG-4 AVC standard coupled with a pyramid scalability with 3 temporal levels and 3 spatial levels.

Robust Video Streaming

Due to the high reconfiguration required to video surveillance architectures, network overload may happen. Moreover, the use of wireless connections or shared networks increase the probability of network losses due to congestion. Security issues impose that video streaming be resilient against such events. To guarantee such robustness, scalable video coding for video surveillance applications shall support medium-grained (25% SNR steps) scalability.
Non invasive and interactive surveillance

The fast development of high definition CMOS sensors enables new perspective for video surveillance. These sensors can provide a high definition representation of the scene that can be used to provide details on far away objects (the cameras can be placed further away from the area of interest in the scene and appears to be less invasive). These sensors can also be used to replace expensive mechanical PTZ cameras. In order to take advantage of these new resolutions, scalable video coding for video surveillance applications shall support random spatial access (virtual PTZ) at least down to 128x128 sub-blocks and the following spatial scalability levels: 256CIF, 16CIF, 4CIF, CIF and QCIF. 
Summary of application needs and required functionalities

	Application name
	Application need
	SVC required functionalities

	Live Monitoring
	Live monitoring over dedicated high-bandwidth network
	Low delay: must be <150ms

High compression efficiency (within 25% of AVC)

Temporal random access

	
	Bit rate reduction for video access over ISDN/DSL link
	Pyramid scalability: 3-level spatial, 4-level temporal

High compression efficiency (within 10% of AVC)

Temporal random access

	
	Video access over shared corporate LAN
	Pyramid scalability: 3-level spatial, 3-level temporal

High compression efficiency (within 25% of AVC)

Temporal random access

	
	Bit rate reduction for wireless video access on mobile devices
	Pyramid scalability: 3-level spatial, 4-level temporal

SNR scalability would allow more flexibility in adapting the stream to the network conditions

Temporal random access

	Storage
	Frame rate reduction for long-term recording and archiving
	Multipath scalability: At least 6 temporal levels at 4CIF (down to 1 fps) and 2 spatial levels (for light-resources, fast preview during browsing & playback)

Temporal random access

	
	Fast browsing of the archive
	

	Mosaic display
	Decoding complexity reduction
	Pyramid scalability: 3-level spatial, 4-level temporal

	Image Analysis
	Frame rate & resolution reduction for computer vision applications
	Color components scalability: 2-level (YUV, BW)

Multipath scalability: 3-level spatial, 4-level temporal

	Interoperability
	Export of surveillance video to standards-based devices
	AVC compatible base-layer

Pyramid scalability: 3-level temporal, 3-level spatial

	Robust video streaming
	Dynamic video bandwidth adjustment for congestion control
	SNR scalability: medium-grained 25%

	Non-invasive and interactive surveillance
	Support for high-definition video sensors (1.3 & 5.5 Megapixels)
	Random spatial access (virtual PTZ)

4-Level Spatial scalability


Summary of required SVC functionalities for a complete surveillance application

	Functionality
	Level

	Spatial scalability
	3 layers (4CIF), 5 layers (HD)

	Temporal scalability
	6 layers

	SNR scalability
	Medium-grained 25%

	Complexity scalability
	Yes

	Color components scalability
	2 layers (YUV & Y only)

	Low-delay mode
	< 150 ms

	Coding efficiency
	In low delay mode within 25% of MPEG-4 AVC.

Within 10% of AVC for a minimum number of fixed points (typically low-bandwidth layers) and within 25% for the remaining points (typically higher resolutions).

	Base layer compatibility
	MPEG4 AVC

	Multiple adaptation
	Yes

	Temporal random access
	< 450 ms

	Spatial random access
	CIF-or 4CIF-size window with 32-pixel accuracy inside HD layer


Alternatives standard solutions analysis

Digital video surveillance products are today using video coding from the following standards :  H263, MPEG2, MPEG4 ASP, MPEG4 AVC, H263, JPEG and MJPEG2000.

Live monitoring over a high-bandwidth network

Complexity adaptation to the viewing device resources may be obtained from less compression efficient scalable standards (MJPEG2000 for spatial and temporal scalability, MJPEG for temporal scalability only). At a given bandwidth this results in a much lower visual quality than what is expected from SVC.

Live monitoring over low-bandwidth links

Compression efficiency and resolution and complexity scalability for low-powered devices is typically achieved today by transcoding the motion-JPEG or MPEG2 stream to a « streaming » format like MPEG4 ASP, Microsoft Windows Media 9 or Real Video. Some products also offer a dual compression engines (on MPEG2 and one MPEG4 ASP) and bitstream switching as a solution. In both cases this results in the duplication of computing resources and limited availability and flexibility compared to SVC.

Frame rate reduction for long-term storage and archiving

This application is bandwidth limited by the capacity of hard drives. Bandwidth reduction is always preferred in the form of frame reduction for security application, because an SNR or resolution reduction would prevent effective face recognition and situation analysis. This is typically done today by removing B frames, then B and P frames for MPEG2 based products, or by dropping some of the frames in a motion JPEG product. The former solution is very limited both in terms of flexibility due to the rigid structured of GOPs in MPEG2 and in terms of reliability because the bandwidth of the I only or IP only subpart of the MPEG2 bitstream is typically not very well controlled. The latter solutions is both very flexible and reliable, but 3 to 4 times less efficient in terms of compression. SVC will offer flexibility, reliability and efficiency at the same time.

Mosaic display

MPEG2 and MPEG4 based products do not offer spatial scalability and only limited temporal scalability. Therefore the complexity of the decoding process cannot be reduced for mosaic applications on display walls and it requires the full computing power even for low frame rate, low resolution needs. There is no alternative solution today to piling up DSPs in wall controllers and over-dimensioning it. SVC will offer the required complexity scalability for optimal resource usage on wall controllers.

Image analysis

MPEG2 and MPEG4 products do not allow complexity and bandwidth reduction for image analysis applications. The most prevalent solution to this problem is the distribution of the analog composite video signal from the camera to both the network video server and the image analysis box. This solution is very costly because it may impose the duplication of physical cables for the distribution of the composite signal as well as the installation of signal amplifier and distributors. Motion JPEG products offer more flexibility at the cost of compression efficiency. SVC will offer both flexibility and efficiency at a lesser cost.

Interoperability

Digital surveillance equipment is not interoperable today between products of different manufacturers and not interoperable with video conferencing and mobile display devices. AVC is expected to be basis of interoperability for the surveillance industry, thus AVC base layer compatibility does not have alternatives.

Robust video streaming

Only MJPEG2000 has the SNR scalability support required for congestion control, but since it is not efficient for video compression it can only be used on high-bandwidth, dedicated networks, so there is no standard alternative to SVC for this application.

High definition sensors support

Due to the complexity requirements of current motion compensated compression algorithm, only Motion JPEG is used today in HD products. Because Motion JPEG is not efficient for video compression, the bandwidth requirement is typically matched by drastic frame rate reduction down to less than 12 frames/second. Also, since MJPEG is not scalable, only the devices with HD resolution and matching computing resources can access the streams, limiting interoperability. SVC will offer both the bandwidth and complexity scalability and the compression efficiency that will enable the deployment of large scale HD sensor networks currently impaired by the limitations of existing standards.

Application Example 13: Video telephony/conferencing

Original contributor

Unknown, Editor: Justin Ridge (Nokia)

List of supporting companies

Nokia, NTT, Siemens

Application family

Mobile interactive

Short technical overview:

Video telephony and conferencing are conversational real-time services as described in 3GPP TS 22.105.  Video conferencing involves multi-point real-time streaming of video, possibly across heterogeneous networks

Detailed description:

In a multi-point video conferencing environment, video encoded at one end may be delivered to multiple parties.  Those parties may be using devices with diverse capabilities (screen size, processing power, etc.) or network connections (data rate).

Scalable video coding would enable simpler encoding and delivery of content that best suits the capabilities of each party.

Application needs and required functionality:

Low end-to-end delay

The 3GPP TS 22.105 specification (services and service capabilities) calls for a one-way end-to-end delay of <150 ms as ideal, with a limit of 400 ms, for video telephony applications. It also notes that the video has to be synchronised with the audio to within 100 ms to provide lip sync. The end-to-end delay includes encoding, decoding and network delay.

Spatial scalability

Spatial scalability also enables adaptability of the video to the display characteristics of the client device without requiring re-encoding.

The ability to view a “mosaic” consisting of reduced resolution versions of each participant in a multi-party call also requires spatial scalability. 

Low complexity

Some parties in a conference may use devices with limited processing power, and therefore may be unable to decode complex video signals.  To enable such devices to participate in the conference without degrading video quality for all parties, complexity of the scalable coder should scale to the point where it is comparable to current 3GPP standards for video coders used in mobile devices, i.e. H.263 and MPEG-4 simple profile L0.

Base layer compatibility

Many existing devices must incorporate multiple video coders in order to achieve compatibility, often resulting in memory constraints.  It is desirable that a scalable video coder specifies base layer compatibility with a current 3GPP-specified video coder, in order to facilitate compatibility without placing additional burdens on devices.

SVC requirements affected:

Spatial scalability: at least two levels

Complexity scalability: Base layer complexity comparable to current 3GPP-specified single layer video coder

Robustness: Should be robust to transmission errors

Base layer compatibility: Base layer compatible with current 3GPP-specified video coder

Low complexity (coders): Complexity comparable to current 3GPP-specified single layer video coder

Low (End-to-end) delay: not more than 400 ms including encoding, decoding and network transmission delay.  Ideally less than 150 ms.

Possible alternative solutions:

Simulcast – each device encodes video multiple times, to match the capabilities of receiving parties.  A coding efficiency penalty may be associated with this approach, and there may be complexity disadvantages at the encoding end.

Transcoding – a device in the network may transcode the video to suit the receiving device.  This requires infrastructure and incurs a cost.  A delay penalty may also be associated with transcoding.

Adopt lowest supported configuration – the configuration supported by all parties may be adopted for all video coding.  For parties whose devices have extended decoding capabilities, this will result in diminished quality.  Additionally, this does not reduce the complexity of producing a reduced resolution version to be used in a “mosaic”.

Application Example 14: Mobile streaming/broadcast video

Original contributor

Thomson (Jill Boyce), Nokia (Justin Ridge)

List of supporting companies

Thomson, Nokia, France Telecom, Orange, SFR, Samsung, Siemens

Application Families:

Mobile streaming/broadcast

Short Overview (technical):

Video may be streamed over mobile networks in point-to-point, multicast, and broadcast scenarios.  The bandwidths of mobile networks are generally low as compared to the networks typically used for video transmission.  Current GPRS and UMTS networks can provide bandwidth in the range of <32kbps to 384kbps depending on the coding parameters and surroundings. Current 3GPP standards specify a bit-rate range of 20kbps to 384kbps for streaming video.  Bandwidth efficiency and decoder complexity are very constrained in this environment.

Detailed Description:

Many mobile networks may be used for transmission of video, including GPRS, EDGE, and UMTS from 3GPP, EVDO from 3GPP2, MBMS,  DVB-H, and DMB. These diverse networks share many common characteristics relevant to video transmission.  

Broadcast applications have no feedback channel, and all layers of a scalable bitstream are typically broadcast over the same network.  Multicast applications may have a feedback channel, and clients may join individual multicast groups streaming video.  Individual layers may be transmitted in separate multicast groups.  In point-to-point streaming, a feedback channel is available, and an individual client receives each video stream.

Mobile video devices generally use programmable CPUs and/or DSPs, and have strict power and batter life constraints.  Several different mobile devices are of interest, including cell phones, PDAs, mobile entertainment devices, and laptops.

3GPP and 3GPP2 have defined use of several standards for video codecs used in mobile devices - H.263, MPEG-4 simple profile L0, and MPEG-4 AVC baseline profile level 1b.

Application needs and required functionalities: 

Coding Efficiency

A scalable codec should be able to provide video quality comparable to current single-layer codecs across that range of data-rates. The mobile bandwidth constraints are severe and small inefficiencies in codec efficiency have a dramatic effect on video quality, as the operating point is typically on the steep part of the R-D curve.

Low complexity

Mobile video decoder devices require low complexity because of power and memory constraints and battery life.  Mobile video devices have small displays and typically perform software decoding on low-power CPUs.   Decoder complexity should be comparable to 3GPP/3GPP2 standards for video codecs used in mobile devices, particularly MPEG-4 AVC baseline profile level 1b. Scalable complexity is also important. 

Backwards compatibility

Backwards compatibility with 3GPP/3GPP2 standards for video codecs is desirable, including H.263, MPEG-4 simple profile, and MPEG-4 AVC.  Re-use of common blocks in the same structure desirable, so that existing platforms can be used for decoding.  (Look for Nokia doc wording)

Spatial scalability

Spatial scalability enables adaptability of the video to the display characteristics of the client device without requiring re-encoding.  Current PDA and mobile entertainment devices typically have 320x240 display resolution, and cell phones displays may have resolutions as low as 160x112 pixels.  Larger displays may also be used, i.e. laptops.

Temporal scalability

Bitrate and device complexity adaptation using temporal scalability is desirable for broadcast, multicast, and point-to-point applications.  

Error Resiliency
Mobile video is carried over wireless networks that are subject to various forms of interference and attenuation to the signal. The mobile video codec should be resilient to cell and packet loss and able to degrade gracefully in the presence of those losses.

SNR scalability

SNR scalability allows quick adaptation to changing network conditions without requiring full transcoders within the network or bitstream switching.

For example : 

· for UMTS : 32 to 384 kbps in steps of 32 kbps

· for EDGE : 20 to 100 kbps

· bandwidth needs to be shared between clients (EDGE is based on GPRS) (10%)

· transitions needed to UMTS and GPRS networks

SVC requirements affected:

1. Spatial scalability - 2 levels required for broadcast

2. Temporal scalability - 2 levels required for broadcast

3. SNR scalability - medium grain scalability is desirable for broadcast and point to point applications.

4. Complexity scalability - absolute complexity highly constrained for all decoder devices.  Complexity reduction required for lower spatial and temporal resolutions. Interest has also been expressed for SNR scalability.

7. Combined scalability - 4 levels of scalability - 2 spatial and 2 temporal are required for broadcast. In addition, SNR medium grain scalability is desirable here.

8. Robustness to different types of transmission errors - robustness to cell/packet loss is required.

9. Graceful degradation - graceful degradation to cell/packet loss is desirable.

10. Robustness under “best-effort” networks - robustness to cell/packet loss is required.

13. Coding efficiency performance - coding efficiency similar to MPEG-4 AVC is required.

14. Base-layer compatibility - strict backwards compatibility to MPEG-4 AVC is desired.  Compatibility with the basic structure of MPEG-4 AVC is desired.

15. Low Complexity Codecs  support for low decoder complexity (similar to MPEG-4 AVC) is required.  Addition medium decoder complexity support is desirable.

Possible alternatives:

Simulcast or switching of bitstreams are currently used as alternatives to scalable coding in the mobile environment.  H.263 and MPEG-4 Part 2 simple profile are widely used. MPEG-4 AVC baseline profile has been recently added to some 3GPP/3GPP2 standards.  Temporal scalability is already possible with MPEG-4 AVC.  

New codecs with improved coding efficiency have significant advantages over H.263 and MPEG-4 simple profile. Because of the very low bandwidth available in mobile networks, more efficient codecs enable delivery of video in environments not previously possible, and significantly improve the video quality available in some environments. 

Simulcast is unattractive in a broadcast environment because of bitrate costs.  Newly developed techniques must be significantly more bandwidth efficient than simulcast and of a comparable decoder complexity to replace the simulcast alternative in the marketplace. 

Adaptation to different capability network links in and end-to-end system can alternatively be performed using video transcoding.  However, full transcoding is unattractive because of its significant complexity, which does not scale well to support many simultaneous streams, and also because of maintenance aspects.

Bitstream switching is not possible in a broadcast environment because of lack of feedback.

Application Example 15: Professional video manipulation

Supporting company:

THOMSON

Application families it belongs to :

Professional 

Short overview (technical) :

Professional video manipulation mainly relates to Studio applications and Digital Cinema applications, that is, exploiting very high quality content. Studio applications involve multiple processes on the video content, such as browsing, shot selection, editing, requiring at least two versions of the same content. Digital Cinema involves two main parts, archival and distribution. Archival generally implies lossless coding, while distribution requires managing many different formats and supports.  

Detailed description :

Editing and content manipulation inside professional studios are based today on the managing of two versions of the videos, the first at a low resolution (LR) (e.g. CIF version encoded with MPEG-1 at 1.5Mbps), the second at the high resolution (HR) that will be the final targeted resolution (e.g. SDi encoded with MPEG-2 or DV at 25 or 50Mbps). The low resolution version is used in steps involving video searching, browsing and editing. In particular, the creation of the editing list from the input rushes is achieved on the low resolution. At this stage, there is no viewing of the real high resolution videos. Once this step is achieved, the true editing on the high resolution is performed, with possibly modifications of the initial editing based on the viewing at the high resolution. 
At the end of the film route, videos are mastered and distributed in many different formats or supports (e.g: DPX 4K/2K/1K, HD/SD, DVD, VHS, internet,…), that requires the management of multiple different versions. 

Application needs and required functionalities:

Edition/Manipulation

An interest of scalability for this application is the speed up of the whole video production process. A first point is the possibility to upload an unique high-resolution version of the video onto a server. The low-resolution proxy can be directly deduced from this high-resolution version without having to manage two versions of the content. Additionally, as the editor can at any time work on the low or high resolution, he can in one single editing process create the final montage: rushes selection and browsing can be achieved on the proxy version, and the precise editing can be achieved without additional manipulations on the high resolution version. Scalability is of considerable benefit as it allows low bandwidth proxies to be edited with less powerful computers or over lower or time-varying bandwidth networks.

Requirements : spatial scalability (2 levels) + SNR scalability (coarse grain) 

Distribution

Concerning digital movie content production and distribution, spatial scalability with many levels of scalability may be useful for facilitating the mastering at any output format (for instance SD-DVD mastering from a native 2K film), that, thanks to spatial scalability, could be achieved at a spatial resolution close to the final output resolution (in our example, SD resolution).

Digital Cinema distribution includes the process of transmitting motion pictures to movie theatre and their subsequent projection. Recently the Digital Cinema Initiative (DCI) has selected JPEG2000 as the compression format to be used to convey digital cinema content to the projectors. A backward compatibility with JPEG-2000 is highly desirable in this context.

Requirements : extended spatial scalability with arbitrary spatial resolution ratio’s are y (not only powers of 2)+ backward compatibility with JPEG-2000 + colour depth scalability

Archival
Archive is intended for storage of the highest quality version of a motion picture. It is the output of the post-production cycle. The archive is the source from which all release material is generated. The preservation of this high quality material will be guaranteed by truly loss-less compression. The possibility to get a lossy version from the loss-less archive without trans-coding or trans-rating is an additional advantage for simplifying the workflow. 

From the distribution point of view, the support of 10-12 bit colour depth, 4:2:0 to 4:4:4 formats and spatial scalability  is mandatory. The compatibility with JPEG-2000 is also highly desirable in the context of Digital Cinema distribution.

Requirements: loss-less coding support +backward compatibility with JPEG-2000 + colour depth scalability +interlaced support

SVC requirements affected :

	Spatial scalability
	- Minimum 2 levels (low and high resolution)

- Extended spatial scalability for authoring/mastering



	Temporal scalability
	Minimum 3 levels for fast browsing (8 x normal speed)

	SNR scalability
	-coarse grain for standard use

- from lossy to mathematically loss-less (archiving)

	Complexity scalability
	Complexity adapted to spatial resolution 

	Combined scalability
	Combined scalability important for new functionalities : editor’s choice of the best trade off between spatial resolution, frame-rate and image quality

	Colour depth scalability
	Required

	Coding efficiency
	Required

	Standard backward compatibility
	JPEG2000 

	Low delay
	Required 

	Interlaced Support
	Required

	Lossless coding
	Required


Possible (standard?) alternative solutions :

As explained previously, studio applications are already based on the use of two versions of the same content, one low resolution proxy and one high resolution version. The solution of  managing multiple versions of a same content is however intrinsically limitative and significantly increases the workflow complexity compared to a scalable solution.
In the same way, existing solutions involving archival and distribution imply the managing of many different versions, at different formats and resolutions, of the same content. Transcoding and transrating processes are necessary, which again complexifies the overall workflow and may even degrade the content quality (cascading of such processes). 

Application Example 16: Military (Digital Video Surveillance)

Original contributor

Robert Prandolini (Department of Defence, Australia)

List of supporting companies

Department of Defence, Australia, Air Force Research Labs (USA), ETRI, NTT

Application family it belongs to

Military (inc. Surveillance) 

Short technical overview

A military surveillance or reconnaissance activity with video imagery may have very constrained bandwidth available to transport the video imagery.  The required compression ratio of the entire original video stream to the channel capacity may be in the order of hundreds or thousands to one.  Imagery analysis is described by 3 levels of exploitation:  primary, secondary and tertiary.  Primary analysis may only require a quality of imagery to provide situational awareness – the motion fidelity, resolution, and image quality may be limited to meet the compression rate.  Secondary analysis requires higher quality imagery but only at a specific spatial location – the spatial region may be limited and it may be just a single video frame (i.e. a chip), but the resolution and quality of the image in that region would be improved.  Tertiary analysis may require higher quality imagery, but with perhaps further constraints in the spatial region; it might not be transmitted in real-time, but in a “trickle-down” non-real-time mode.  It may be the case that a “video-clip-chip” (a spatial “chip” from a “clip” in the video) is required at a lossless quality.  [Examples:  Primary analysis detects a ship on the ocean.  Secondary analysis identifies the class of the ship.  Tertiary analysis determines writing on the ship’s containers using super-resolution processing of a lossless clip-chip.]

In an operation, the means for collecting imagery for secondary or tertiary exploitation is to first perform primary analysis (a near-real-time activity) and then to cue requests for certain tasks.  For instance, once an object of interest is first detected from the near-real-time video, a request to the encoder is made to obtain higher quality imagery in some of the scalable dimensions (e.g. resolution, motion-fidelity, image quality) but with constraints in the other scalable dimensions (e.g. spatial region).  Fidelity in some of the scalable dimensions is traded-off against the fidelity in others such that some allocated bit-budget is obtained.

In this application, it is typically that the region of interest defines a handle for the operations.  The specification of a region by the operator is performed interactively.  Note that one could have real-time streaming modes only – in which case we would be defining encoding-time Region of Interests (ROI).  However, this application envisages that an operator may observe an event in the low-quality mode and will then wish to go back in time and replay the event in the defined region of interest with higher quality.  Such functionality presupposes some form of caching on the encoder-side and it is this which provides the possibility for interactivity, hence the term Interactive ROI (IROI).  

Multiple IROI transmissions may be multiplexed and downloaded simultaneously under a dynamic bit-budget allocation management system.  Data efficiency is a requirement, thus the data transmitted to provide imagery for these IROIs must be interoperable.  It is this requirement for interoperability which necessitates scalable compression (fine-grain is better) with the ability to random-access the video with flexible trade-offs between the fidelity in different dimensions of scalability (more independency in the coding modes along the different dimensions is better).
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Detailed description

Interactive Region of Interest (IROI)

There are problems for a decoder-side operator if at encode time the ROI were to be dynamically selected.  Firstly, there may be a problem due to latency.  (An example, the surveillance camera pan control problem from encoder-decode delay.)  Secondly, the event of interest which is received and decoded with low fidelity cannot be improved by encode-time ROI.  This would only permit significantly impaired secondary image analysis of this event with no ability for further analysis or exploitation.  In this application the decision on ROI has to be made at the decoder-side by the operators at a time after the compression of the near-real-time video-stream.  What is required is a way of implementing the compression performance by utilising IROI in some combination of real-time and non-real-time interaction.  To permit an operator to request the encoder-side to transmit more quality for an IROI at a time in the past, it is clear that some form of memory will be required – a cache.  This is interactivity because it is a fact that IROI-based transmissions of data to improve the quality of the imagery is performed post compression of the near-real-time video-stream.  (Note that the near-real-time video data is actually just a special IROI, where the region may cover all or most of the field-of-view and the time selected is “now”.)

Scalable compression – Lossless compression

The technical performance for such an application would be optimised for data-transmission efficiency when the data from the (low quality) near-real-time video-stream was able to be utilised by the decoder when it was decoding the additional data from any IROI request.  The simplest approach would be where these data-streams were interoperable or compatible. 

Figure X? shows a conceptual diagram of this application, where it is intended that IROIs can be used to obtain up to lossless quality imagery.  The video captured by the camera is first compressed to the highest quality required – in this diagram it is lossless quality.  The entire video must first be compressed to this highest quality because the encoder can not know a priory what IROI the operator may select.  To be able to offer IROI, this highest quality video is cached.  The capacity of the cache may be limited to tens of minutes, but this is enough time for the operators to make IROI requests.

To be scalable in this application, the cached compressed data contains identifiable elements which represent bounded dimensions that are independently decompressible with a natural progression.  A scalable compression system generates a single data-stream that can offer fine-grained progressive quality performance.  The dimensions of scalability are the spatial-extent (region of interest), resolution, components, pixel-quality and motion-fidelity.

Management of multiple IROI requests

Figure X? shows that there is a single bearer that carries the data which is multiplexed with the near-real-time video, plus data for any number of other IROI requests.  The timeliness of these different data could range from near-real-time to a “trickle-down” slow-time service (e.g. for a lossless IROI for tertiary analysis).  Multiple IROI requests can be placed with a priority weighting and a bit-budget administration service manages bit-allocation for different tasks.  To permit the “trickle-down” mode, there may be employed a long-termed cache which is separate to the short-term cache.  An extension is that low priority data may even be stored in memory and retrieved post-mission.  Such high-quality imagery is vital for secondary and tertiary exploitation, though its delivery need not be as timely as the imagery for primary exploitation.

File formats - this type of scalable compression application – compression performance

At this point it is probably worthwhile explaining that this application is not centred about a file-format data-stream for the compressed video.  The data transfer is not in the form of multiple code-streams or different layers from a single code-stream.  But rather it is a streaming of data from the first scalable (and in this case lossless) compression data.  Clearly, as the bandwidth is not sufficient for all of the (lossless) data to be transferred over the communications channel, and as encoder-side storage capacity is not going to possibly hold a full recording of the imagery for post-mission data transfer, it will not be possible to fully populate the decoder-side with a copy of the entire (lossless) original video-data.  The data that is transmitted is what the operators (pull), or perhaps some intelligence on the surveillance system platform itself (push), have deemed to be of importance.  All of the other data is lost.  It is the selection of the IROI data that is, in fact, how the system performs the compression (the ratio of original data to data received).  Thus in this application the compression is optimised and controlled by the operators on the basis of available channel capacity and on-board long-term storage.  The general concepts of compression performance to the entire video are not applicable here.  Rather, it is the capability to conduct IROI-based requests which exploit the scalable aspect of the original (lossless) video encoding which is of import.  On the other hand, the compression performance of the IROI data (the video clip-chips) is important; but not at the expense of the IROI capability.

Bearer QoS

The communications bearer for the downlink often has very poor quality of service (QoS) characteristics.  The IROI data-streams should ideally be error-resilient without significantly degrading compression performance.  The employment of a graded level of error protection for data packets is required.  Some networks suffer from high latency, but the system would still need to provide suitable interactivity and responsiveness.

Metadata

Any imagery exploitation, primary to tertiary, needs to know the parameters of the sensor, location of the platform, pointing direction of the camera and the time.  Real-time video and IROIs data must have this metadata embedded with the imagery data payload.  Once again, however, the goal is efficient transport of this metadata.  If any metadata is common across IROIs, then it should only be sent once.  Thus scalable transmission for metadata must be supported for this application.

Secondary dissemination

All the scalable data received at the decoder-side of the first primary dissemination downlink is able to be further disseminated to other users.  In fact, other secondary users may be able to submit their own IROI requests and interrogate the encoder-side cache.  It would be possible to enhance this secondary dissemination for multiple users by the installation of proxy-cache infrastructure. 

Interoperability

As stated, the various IROI-base requests deliver data which is interoperable with all other previous IROI requests from the same encoder’s cache.  There is no requirement in this application for data interoperability with any other known standard or compression technology.

Summary of application needs and required functionalities

	Functional name
	Application need description
	SVC required functionalities

	High quality scalable compression 
	Up to lossless quality scalable compression – compression that is a single data-stream that can offer fine-grained progressive quality performance to IROI requests.  
	Lossless compression.  The dimensions of scalability are the spatial-extent (region of interest), resolution, components, pixel-quality and motion-fidelity.

	IROI
	· Ability to define a region and to trade-off quality in various scalable dimensions to meet a bit-budget.  

· The near-real-time view (usually of the entire frame region but with low quality) is a type of IROI.

· Smaller regions of interest (which can be back in time) and with higher quality are the other type of IROI.

· Data transmission is efficient.  
	· All IROI data is interoperable.  For example, data from an IROI request will supplement the near-real-time data and enhance the quality in the selected region.

· To be transmission efficient, data contributing to certain image quality (spatial, resolution, etc.) should only be disseminated once.

	Cache
	IROI presupposes the existence of some cache.  However, much of the original compressed data will be lost.
	All of the received data is able to be decoded, even though much of the original compressed data is not available.

	IROI dissemination management
	For multiple IROI, the data in response to the IROI requests needs to be managed.
	This is not seen as a requirement or function for SVC, but it is an implementation specific capability which needs to be possible.

	QoS – scalable management
	Ability to manage error correction.  Ability to cope with latency.
	Very good if this was supported in SCV – otherwise implementation specific variations may be non-interoperable.

	Scalable metadata dissemination
	Ability to request metadata pertaining to IROI.  Common metadata information is signalled efficiently.  
	Support for metadata with efficient scalable compactness and dissemination.

	Secondary dissemination
	Allows further users downstream of the first decoder to utilize the received data.  Permits proxy-caches.
	Exploits the scalable compression technology.  


Summary of required SVC functionalities for application

	Functionality
	Discussion

	Spatial scalability – i.e. selectable resolution
	Y) 3 (up to 4)

	Temporal scalability
	Y) 3 (up to 5)

	Quality (SNR) scalability
	Y) F.  Needs to support up to lossless coding.  Fine granularity.

	ROI
	Y)  Interactive ROI to be precise.

	Combined scalability
	Y)  All available points for IROI.

	Robustness
	D)  

	Graceful degradation
	Y) The concept of the management of bit-budgets by trading-off quality in different dimensions of scalability implies the ability to have graceful degradation.

	“Best effort” robustness
	Y)  Transport on UDP should be supported.

	Colour depth
	Y)  Standard should support all various formats – it should not constrain the number of channels as sensors exist with multiple channels or bands.

	Coding efficiency
	D)  Entire video coding efficiency is secondary to the IROI functionality.  Coding efficiency for an IROI is important.

	Random access
	Y) The random access capability is essential to the concept of IROI.
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