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1 Motivation

In terms of video coders, mobile communications is undoubtedly a growing market, with unit sales expected to rise from zero two years ago to number in the hundreds of millions in the near term.  Scalable video coding (SVC) has the potential to be an attractive solution to a number of problems facing deployment of video coders on such a large scale.

Nokia has previously stated that, in our view, there are three requirements that absolutely must be satisfied in order for SVC to become a standard that is viable in the mobile communications marketplace in the near future, specifically:

· The ability to function in a low-delay environment, with minimal loss in coding efficiency compared to a state-of-the-art single-layer low-delay coder;

· Compatibility of a “base layer”, at the extracted bit stream level, with an existing standard; and

· Minimal, if any, loss of coding efficiency compared to single-layer video coders.  In particular, fine granularity of scalability is not required and is not a justification for poor coding efficiency.

We have therefore explored several of the topics noted in MPEG’s SVC Core Experiment document [1], using previous work by Poznan University of Technology, which involved modifying the H.264/AVC JM, as a basis.  Our goal was to improve the coding efficiency of a scalable H.264/AVC-based coder, while bearing in mind the above-mentioned requirements of our industry.

2 Description of the coder

Our coder is based on H.264/AVC; a base layer may be extracted from the embedded bit stream that is compliant with the H.264/AVC specification.

A “bottom-up” approach is adopted, whereby the base layer is encoded first, followed by a number of enhancement layers, each of which is targeted to improve frame rate, quality (SNR), resolution, or a combination of the three.    Temporal scalability is achieved using B-frames without any extension to the H.264/AVC standard, and therefore is not discussed in this document.

A detailed description of the methods by which quality (SNR) and spatial scalability are achieved follows.

2.1 Quality (SNR) scalability

To facilitate SNR scalability, a new approach to “binarization” is used following application of a transform.  Rather than either bit-planing or using progressively finer quantization in each enhancement layer, we begin with a reconstructed “base layer” transform coefficient, where that coefficient value is guaranteed to be within a certain range of the original by virtue of the quantization scheme used in the base layer.  Equivalently, we can state that the original is within a certain range of the reconstructed value.  We call this range an “interval”. 

In subsequent enhancement layers, a predicted value of the coefficient is formulated and serves as one input to the binarization process, along with the reconstructed value from the previous (i.e. next-lower) layer.  The predicted value is computed by motion compensating the previous frame reconstructed at the corresponding SNR layer.

Based upon the positions of the original coefficient and the predicted coefficient relative to the interval and to each other, the interval is successively partitioned (and thereby reduced in size) in a manner such that the interval always contains the original value.

In the more detailed description of the method the following abbreviations are used:

· QP – quantizer step size (“quantization parameter”)

· CRk – reconstructed value of coefficient at layer k

· CPk – predicted value of coefficient at layer k

· CO – original value of the coefficient

· L(Ix) – lower bound of interval Ix
· H(Ix) – upper bound of interval Ix
· R(Ix) – range of interval Ix, i.e. H(Ix)-L(Ix)

· M(Ix) – midpoint of interval Ix, i.e. (H(Ix)+L(Ix))/2

For the first enhancement layer, an interval is formed around the reconstructed value from the base layer. The size of the interval as well as the position of the reconstructed value within the interval depend on whether the original coefficient was quantized to a zero or non-zero number in the base layer. If the original coefficient was quantized to a zero value, the interval is formed as l1=(CR0-RO0, CR0+RO0) where RO0 is the rounding offset used in base layer quantization. Please note in this case the reconstructed value is located in the middle of the interval. This interval is referred to as prediction interval. Otherwise a QP size interval is formed as l1=[CR0-RO0, CR0+QP-RO0). This type of interval is named refinement interval. These two types of intervals are treated differently in encoding. 
.  

If the original coefficient is located in a prediction interval, this interval will be divided into 3 intervals in the enhancement layer coding. Among these three intervals are an updated prediction interval l3 and two refinement intervals l4 and l5. Following is the process how this interval is split and updated. 


aCheck is performed to see whether the enhancement layer prediction of the coefficient (CP1) is within this interval.

1. If CP1 does lie within I1, an intermediate interval is formed around the predicted value, I2=[CP1-QP/4, CP1+QP/4].  

· Case 1, If I2 is entirely contained within I1, then I3=I2. l4 is formed between the lower boundary of l1 and l3. l5 is formed between the upper boundary of l1 and l3.

· Case 2, If I2 straddles the lower bound of I1, then I1 is split in half, and I3 is set to the lower half. Upper half is further halved. l4 is set to be equal to the lower part of the upper half of l1 and l5 is set to the upper part of the upper half of l1.

· Case 3, If I2 straddles the upper bound of I1, then I1 is split in half, and I3 is set to the upper half. Lower half is further halved. l4 is set to be equal to the lower part of the lower half of l1 and l5 is set to the upper part of the lower half of l1.

Then a check is performed to see whether the original coefficient value (CO) lies within interval I3:

· If so, a binary “zero
” is encoded.

· If not, a binary “one
” is encoded. A binary symbol is encoded to indicate whether CO is in interval l4 or l5. 

2. If CP1 does not lie within I1, interval splitting similar to case 2 is applied if CP1 is below the lower bound of interval l1. Otherwise, the interval splitting similar to case 3 is applied. Similar encoding scheme is exploited as well. 

If the original coefficient is located in a refinement interval, this interval is simply halved, resulting in two refinement intervals. If the original coefficient and the enhancement layer prediction are located at the same side, with respect to the middle level of the original refinement interval, a value “zero” is sent. Otherwise, a binary “one” is sent. The updated interval is set to the sub-interval, which consists of the original coefficient. After the coefficient is encoded, interval I1 is always set to be equal to the sub-interval that contains the original value. 

For each subsequent enhancement layer, effectively the value of QP is halved and the process is repeated. However, the rate control or a finer granularity of scalability can be achieved by either changing the ratio how the interval is split or by skipping update of the intervals of some blocks. 

When the predicted value is outside interval I1, the reconstructed value is computed as shown in Figure 1.  Here, the function F(x,y) is a mapping function largely influenced by the distance of the predicted value from the nearest boundary of interval I1.


[image: image1.wmf]Yes

No

(

)

R(I1)/4

1,

max

q

¬

H(I1)

CP

k

³

(

)

s

L(I1)

CR

d

 

1,

-

R(I1)

log

F

s

1

q

CP

-

L(I1)

,

4

min

d

k

2

k

+

¬

¬

÷

÷

ø

ö

ç

ç

è

æ

-

¬

(

)

s

-

1

-

H(I1)

CR

d

 

1,

-

R(I1)

log

F

s

1

q

1

H(I1)

-

CP

,

4

min

d

k

2

k

¬

¬

÷

÷

ø

ö

ç

ç

è

æ

-

+

¬


Figure 1

Such a process guarantees that a coefficient will be monotonically refined towards the original value, i.e. the distance between the reconstructed and original values will never increase from one refinement layer to the next.  It also permits different predicted values to be used for each quality enhancement layer. 

2.2 Coding of quality enhancement layers

Binarization bits generated for the quality refinement layer are encoded using H.264/AVC’s CABAC engine.  For this purpose, 75 new CABAC contexts are defined; context selection depends on the position of the predicted coefficient value with respect to the current interval.

2.3 Spatial scalability

Spatial scalability is achieved by first encoding a lower-resolution (e.g. QCIF) base layer.  The reconstructed base layer is upsampled to the desired resolution (e.g. CIF) and formed into a reference frame.  When mode selection is performed in the spatial enhancement layer, this reference frame is inserted at position 1 in the reference buffer, i.e. immediately after the previous temporal frame.  Mode selection is performed in the normal manner, except that the spatially upsampled reference may not have motion vectors associated with it, i.e. the search range is set to zero. 

When encoding I-slices in spatial enhancement layers, two types of “intra” prediction are defined.  One type is the unmodified intra-frame prediction described in H.264/AVC.  Secondly, it is also possible to spatially upsample the lower resolution reconstruction, and use a macroblock from that frame as the predictor for a co-located macroblock in the spatial enhancement layer.  In our implementation, an intra_16x16 mode is redefined to indicate this second type of prediction in an enhancement layer.

2.4 Motion prediction

Enhancement layers may be configured to predict the motion vector of a current block from the co-located motion vector in a lower spatial layer (upsampled), or in the unmodified MPEG-4 AVC manner.  The coder may be further configured to select between the two methods dynamically and indicate this selection by encoding a flag bit into the enhancement layer bit stream.

2.5 Coding of syntax elements

For enhancement layers, certain syntax elements are inferred from a previously-encoded lower layer, and therefore not encoded into the enhancement layer bit stream.

When forming a luma coded block pattern (CBPY) for the enhancement layer, a bit is only included for those blocks that contained no non-zero coefficients in the base layer.  The context selection when encoding such CBPY values is based on the CBPY of neighboring macroblocks; no new CABAC contexts are defined.

For chroma coded block patterns (CBPC), three cases are distinguished:

· When an equivalent CBPC from the base layer was zero, the enhancement layer CBPC is encoded using the same contexts and context selection method as for the base layer.

· When an equivalent CBPC from the base layer was one, a binary digit is encoded for the enhancement layer to indicate whether the CBPC for the enhancement layer is one or two.  No new CABAC contexts are defined relative to MPEG-4 AVC.

· When an equivalent CBPC from the base layer was two, the CBPC for the enhancement layer is assumed to be two also, but no CBPC value is encoded.

Coded block flags are defined based on equivalent base layer coded block flags.  When the CBF for a base layer block was zero, a “Type 1” CBF is coded for the enhancement layer.  This is defined identically to the base layer CBF and utilizes the same CABAC contexts.  When the CBF for a base layer block was one, a “Type 2” CBF is coded for the enhancement layer, unless all coefficients in the base layer block were non-zero.  In this case, no CBF is encoded.  New contexts are defined for Type 2 CBFs; context selection is based on the size of the block, the condition of neighboring blocks, and on the number of non-zero coefficients in the base layer.

Significance map flags for the enhancement layer are encoded in a similar manner to those for the base layer, with the exception that a significant_coeff_flag is only sent for those coefficients that were zero in the base layer. Same contexts are used for encoding SIG_COEFF_FLAG. A different group of contexts, defined in a way similar to those in AVC, are used for encoding LAST_SIG_COEFF_FLAG.
3 Results

3.1 SNR scalability

The SNR scalability performance of our “binarization” scheme separate from other improvements is given in the attached Excel document.  In each case, the “base layer” performance is equivalent to single-layer H.264/AVC.  When considering the enhancement layer, the embedded bit stream suffers a drop of between 0.7 dB (foreman) and zero (football).  Note that the H.264/AVC result corresponds to single-layer AVC, not simulcast.  Therefore, in the case of football, we achieve SNR scalability with no efficiency penalty.

3.2 Spatial scalability

The plots in the attached Excel document illustrate the spatial scalability performance separate from other improvements.  Spatial scalability results coinciding with the single-layer CIF curve would indicate that spatial scalability is achieved with no coding efficiency penalty whatsoever.  Conversely, results coinciding with the simulcast curve would indicate that the spatial scalability scheme delivers no benefit whatsoever.

These curves demonstrate that our spatial scalability scheme delivers inconsistent results.  For some sequences (e.g. football) a gain is realized, while for others (e.g. bus), it would be more practical to ignore spatial scalability and pursue a simulcast solution.
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