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1. Introduction
Quantization scaling matrices [1] were recently adopted in the H.264 (MPEG-4 AVC) standard as a tool for enhancing subjective quality especially at high bitrates and for film grain/high definition material. Such matrices allow better fitting of the quantization process to the human visual system through essentially using different quantization step sizes for each transform coefficient. An alternative method for improving subjective quality was also presented in [2] where, apart from the quantization scaling process, offsetting of the reconstruction process was also considered resulting essentially in a non uniform quantizer design which could be more appropriate for certain distributions. In this contribution we present an enhancement of this method where, instead of considering a single offsetting parameter, similar to quantization scaling matrices offsetting parameters are transmitted and considered for each transform coefficient separately. In this proposal, the current reconstruction level can also be considered to further adjust the shape of the resulting non-uniform quantizer, resulting in even better fitting of the quantization process to a coefficient’s distribution.
2. Quantization Process in JVT
Currently most image and video coding systems and standards such as MPEG-2 [3] and JVT/H.264/MPEG AVC [4] use transform based techniques followed by quantization and entropy coding for performing compression (Figure 1). The key idea is that such transforms, such as the Discrete Cosine Transform (DCT) [5], de correlate the image signal and compact the energy of an image block into few low pass coefficients, which after quantization and de quantization could still represent the signal rather accurately. Nevertheless, this quantization/de quantization process needs to be carefully designed in order to have the best possible subjective and objective quality. A great deal of past research [6]-[11] was mainly aimed for the 8x8 DCT used in JPEG and MPEG like encoders, and has focused on the design of the quantization process, and in particular with regards to the optimal quantization step size that is to be used, coefficient distribution and dead zoning/quantization rounding control mechanisms. One of the most important observations was that coefficient distribution followed in most cases a Laplacian distribution which enabled a more accurate modeling and design of the quantization process. This assumption is followed within the design of many modern codecs and encoders, including H.264 [2] in an attempt to improve Rate Distortion (RD) performance.

However, although the Laplacian distribution holds true for many cases (including for some material coded with H.264), due to the introduction of a new smaller (4x4) transform in the H.264 standard, and the consideration of the standard for a wide range of applications including high definition TV, broadcasting, video-conferencing etc, there are cases that such distribution does not always hold true. One such application in particular is the encoding of Film Grain content where distribution can be better approximated for certain coefficients using a Gaussian or generalized Gaussian [9] distribution. This suggests that techniques used to better fit Laplacian distributions might not be appropriate for encoding such content, especially at high bitrates (small quantization step sizes) resulting in poor subjective and objective performance. This can also be seen in figures 1 and 2 where the intra (Figure 1) and inter (Figure 2) 4x4 transform coefficient distributions are shown. It is immediately observed from these figures that the distribution is considerably different for each coefficient (i.e. different slope and higher peaks for the higher order coefficients), which may suggest that different coefficients should probably be handled differently during quantization in order to achieve better subjective and even objective quality. 
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Figure 1: Intra transform (4x4) coefficient distribution for Film Grain content
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Figure 2: Inter transform (4x4) coefficient distribution for Film Grain content

In the H.264 reference software quantization and dequantization of a coefficient equal to W is in general terms performed as
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where Z is the final quantized level, ( is the quantization step-size, and  f serves as a rounding term for the quantization process. f was selected equal to (/3 for intra slices, and (/6 for inter slices in an attempt to approximate such a Laplacian distribution (Figure 3). We nevertheless observe that such parameters might not be suitable for such content as the one presented in figures 1 and 2, and much better performance could be achieved by a more thorough selection of f which should depend on the coefficient position but also on the resulting quantization position. 
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Figure 3: Relation between the input signal W and the inverse quantized (reconstructed) output signal W’ for a uniform quantizer with step-size ( and f=(/2 (a) and f=(/4 (b).
Nevertheless, even an optimal selection of f may still not resolve all problems with regards to subjective visual quality of certain content such as film grain material. More specifically, we observe that the 4x4 transform, although tends to have some very nice properties such as reduction of blocking and ringing artifacts, bit exact implementation etc, it nevertheless has lower de-correlation properties than an 8x8 transform, while is also more sensitive to quantization decisions. In particular assuming that we would like to perform quantization of the following block using a quantizer value (QP) of 26 (f is considered as equal to (/2):
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then the quantization process would result to the following:
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We observe that the block after reconstruction tends to be rather structured compared to the original thus making it more noticeable and unpleasant to a viewer. The above is an immediate consequence of the quantization process, and in particular the assignment of a coefficient to level 0 instead of level 1.
For this purpose, H.264 recently adopted within it’s Fidelity Range Extensions profile the consideration of Quantization Scaling Matrices which can enable different quantization scaling for different coefficients (i.e. by providing higher accuracy for higher frequency components), thus potentially avoiding such problems and improving subjective quality. Nevertheless, although subjective gain can be achieved, quantization scaling matrices may result in a potential loss in terms of objective performance, while also may not again properly fit the quantization process to the distribution’s characteristics.
For this purpose an additional quantization offset process was presented in [2] where a quantization offset parameter 
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 was also transmitted within the bitstream which essentially modified the quantization and dequantization process of W to:
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if the exact quantization process (using quantizer value equal to QP) as in H.264 is considered.
Essentially this process can be seen as an offsetting of the reconstruction value by 
[image: image13.wmf]Q

, which in a sense results in a non-uniform quantizer with a smaller “dead-zone” region than the original quantizer (Figure 4). Obviously this implies fewer zero level quantized coefficients, and thus potentially enhanced subjective quality.
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Figure 4: Impact of (=(/4 within the quantization process assuming that f=(/4.
We have though observed a few shortcomings of the above method as it was originally proposed. More specifically only a single parameter was considered, which was apparently equally applied to all transforms, color components and coefficients. Furthermore the offsetting/shifting process applied equally to all levels, whereas it may be argued that only coefficients quantized at or close to level one need to be considered in order to achieve better subjective quality. Offsetting coefficients at higher levels would instead not provide as much subjective benefit, while can instead result in a reduction of the objective performance.

For this purpose, and similar to the use of quantization scaling matrices, we propose instead the consideration of quantization offsetting matrices. Apart from transmitting different offsets for each transform coefficient, different matrices can be transmitted for each transform (4x4 and 8x8) or prediction type (intra and inter), but also chroma components as is also currently done for the scaling matrices. A fallback to the original single offset for all coefficients can also be used to reduce overhead. In addition, to further consider the impact of the reconstruction level within the offsetting process, we propose three different alternative methods for applying the offsetting parameter during the transform coefficient reconstruction process. In particular, apart from the original method where offsetting is applied equally to all levels, offsetting may be applied only if the current quantized level is equal to 1. This basically results in a different non uniform quantizer where only the reconstruction value of level 1 has been modified, while all others remain unchanged (Figure 5). This quantizer could be more appropriate for distributions such as the ones presented in figures 1 and 2, and could potentially result in improved subjective but also objective quality. Basically in this case the dequantization process needs to be performed as follows:
if 
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A final alternative non-uniform quantizer could be of the form
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where for example we may use
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Figure 5: Proposed non-uniform quantizer with (=(/4 applicable only if level==1 with f=(/4.
Although the above flexibility could potentially provide further benefits and control in an encoder, nevertheless it could be argued that additional complexity is introduced, especially when considering that 16bit arithmetic is desirable. It can be observed though that if the “level 1 only” approach is used, that such issues can be completely resolved. In particular, if level is equal to 1 we may compute W’ as follows:
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Where 
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 now represents an integer value equivalent to
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If level is not equal to 1 then no other change is needed. The conditional statement can be avoided and all cases can be combined in a single form using the following equations:
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where offsetEnabled, offsetAllLevels, and offsetScale are signaling whether the offsetting method is enabled, if it is applied to all levels, and whether scaling of the offset is used respectively.

In a final point, although currently quantization matrices are only present within the sequence and picture parameter sets, it might be desirable for certain applications for such parameters to be transmitted within the slice parameter sets as well. We have observed that in general the overhead required for such parameters is relatively small, while the additional flexibility of adjusting said parameters at the slice level, similar to what is currently done for weighted prediction, could be rather useful and beneficial in achieving better coding performance.
3. Simulation Results

Several low and high resolution sequences were selected for our evaluation of the proposed technique. For low resolution, we have selected sequences Cheerleaders, Football, and Flower, which were encoded at various QPs, ranging from QP 12 to 32. For these sequences the same quantization offsets, equal to 
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 for inter. We had to modify slightly the rounding to fit this process, although we cannot provide the specifics for this process.

We observe from figures 6-8 that for these sequences this method can provide considerable benefits especially at higher bitrates compared to the current scheme. 
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Figure 6. Performance of proposed rounding for sequence Football
[image: image29.emf]Flower CIF

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

0.001000.002000.003000.004000.005000.006000.007000.00

bitrate (kbps)

PSNR (dB)

original

Offset Rounding


Figure 7. Performance of proposed rounding for sequence Flowergarden
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Figure 8. Performance of proposed rounding for sequence Cheerleaders

At high resolution we have selected sequences Erin Brockovich (clips 3 and 5), and pouring liquids, which were coded with QP values 21-28. For these sequences the RD performance can be seen in Figures 9-11. The rounding matrices used for these sequences were equal to:
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 for inter. We have not used the 8x8 transform or offsets for chroma components in this test.
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Figure 8. Performance of proposed rounding for sequence Erin_clip3
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Figure 8. Performance of proposed rounding for sequence Erin_clip5
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Figure 8. Performance of proposed rounding for sequence Pouring Liquids
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Figure 9. Subjective quality performance between JM at 28Mbps, and proposed at 24Mbps. More Grain is retained by the proposed scheme, even at lower bitrate.
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6. Proposed Text Changes

7.3.2.1 Sequence parameter set RBSP syntax
	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  80  | |  profile_idc  = =  81  | |


 profile_idc  = =  82  | |  profile_idc  = =  83 ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

lossless_qpprime_y_zero_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag ) {
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	

}
	
	

	

seq_offset_matrix_present_flag
	0
	u(1)

	

if( seq_offset_matrix_present_flag ) {
	
	

	


seq_offset_matrix_mode





	0
	u(1)

	


seq_offset_level_mode
	0
	ue(v)

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_offset_list_present_flag[ i ]
	0
	u(1)

	



if( seq_offset_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





offset_list( OffsetList4x4[ i ], 16, 










 UseDefaultOffsetMatrix4x4Flag[ i ], 









 

 seq_offset_matrix_mode)
	0
	

	




Else
	
	

	





offset_list( OffsetList8x8[ i – 6 ], 64,









    UseDefaultOffsetMatrix8x8Flag[ i – 6 ],
 









 seq_offset_matrix_mode)
	0
	

	


}
	
	

	

}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	

	}
	
	


7.3.2.1.1 Scaling list syntax

…

7.3.2.1.2 Offset list syntax

	offset_list( offsetList, sizeOfOffsetList, useDefaultOffsetMatrixFlag, mode ) {
	C
	Descriptor

	
if(mode == 0) {
	
	

	

Offset
	0 | 1
	se(v)

	

for( j = 0; j < sizeOfOffsetList; j++ )
	
	

	


offsetList[ j ] = offset
	
	

	
}
	
	

	
else {
	
	

	

lastOffset = 0
	
	

	

nextOffset = 0
	
	

	

for( j = 0; j < sizeOfOffsetList; j++ ) {
	
	

	


if( nextOffset != -1 ) {
	
	

	



delta_offset
	0 | 1
	se(v)

	



nextOffset = ( lastOffset + delta_offset + 256 ) % 256
	
	

	



useDefaultOffsetMatrixFlag = ( j  = =  0 && nextOffset  = =  -1 )
	
	

	


}
	
	

	


offsetList[ j ] = ( nextOffset  = =  -1 ) ? lastOffset : nextOffset
	
	

	


lastOffset = offsetList[ j ]
	
	

	

}
	
	

	
}
	
	

	}
	
	


7.3.2.2 Picture parameter set RBSP syntax

	pic_parameter_set_rbsp( ) {
	C
	Descriptor

	
pic_parameter_set_id
	1
	ue(v)

	
seq_parameter_set_id
	1
	ue(v)

	
entropy_coding_mode_flag
	1
	u(1)

	
pic_order_present_flag
	1
	u(1)

	
num_slice_groups_minus1
	1
	ue(v)

	
if( num_slice_groups_minus1 > 0 ) {
	
	

	

slice_group_map_type
	1
	ue(v)

	

if( slice_group_map_type  = =  0 )
	
	

	


for( iGroup = 0; iGroup <= num_slice_groups_minus1; iGroup++ )
	
	

	



run_length_minus1[ iGroup ]
	1
	ue(v)

	

else if( slice_group_map_type  = =  2 )
	
	

	


for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {
	
	

	



top_left[ iGroup ]
	1
	ue(v)

	



bottom_right[ iGroup ]
	1
	ue(v)

	


}
	
	

	

else if(  slice_group_map_type  = =  3  | |  





slice_group_map_type  = =  4  | |  





slice_group_map_type  = =  5 ) {
	
	

	


slice_group_change_direction_flag
	1
	u(1)

	


slice_group_change_rate_minus1
	1
	ue(v)

	

} else if( slice_group_map_type  = =  6 ) {
	
	

	


pic_size_in_map_units_minus1
	1
	ue(v)

	


for( i = 0; i <= pic_size_in_map_units_minus1; i++ )
	
	

	



slice_group_id[ i ]
	1
	u(v)

	

}
	
	

	
}
	
	

	
num_ref_idx_l0_active_minus1
	1
	ue(v)

	
num_ref_idx_l1_active_minus1
	1
	ue(v)

	
weighted_pred_flag
	1
	u(1)

	
weighted_bipred_idc
	1
	u(2)

	
pic_init_qp_minus26  /* relative to 26 */
	1
	se(v)

	
pic_init_qs_minus26  /* relative to 26 */
	1
	se(v)

	
chroma_qp_index_offset
	1
	se(v)

	
deblocking_filter_control_present_flag
	1
	u(1)

	
constrained_intra_pred_flag
	1
	u(1)

	
redundant_pic_cnt_present_flag
	1
	u(1)

	
if( more_data_in_rbsp( ) ) {
	
	

	

if( entropy_coding_mode_flag )
	
	

	


transform_8x8_mode_flag
	1
	u(1)

	

pic_scaling_matrix_present_flag
	1
	u(1)

	

if( pic_scaling_matrix_present_flag ) {
	
	

	


for( i = 0; i < 6 + 2* transform_8x8_mode_flag; i++ ) {
	
	

	



pic_scaling_list_present_flag[ i ]
	1
	u(1)

	



if( pic_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	1
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	1
	

	


}
	
	

	

}
	
	

	

pic_offset_matrix_present_flag
	1
	u(1)

	

if( pic_offset_matrix_present_flag ) {
	
	

	


pic_offset_matrix_mode

	1
	u (1)

	


pic_offset_level_mode

	1
	ue(v)

	


for( i = 0; i < 6 + 2* transform_8x8_mode_flag; i++ ) {
	
	

	



pic_offset_list_present_flag[ i ]
	1
	u(1)

	



if( pic_offset_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





offset_list( OffsetList4x4[ i ], 16, 










 UseDefaultOffsetMatrix4x4Flag[ i ], 









 

 pic_offset_matrix_mode )
	1
	

	




else
	
	

	





offset_list( OffsetList8x8[ i – 6 ], 64,










 UseDefaultOffsetMatrix8x8Flag[ i – 6 ],








 

 pic_offset_matrix_mode )
	1
	

	


}
	
	

	

}
	
	

	

second_chroma_qp_index_offset
	1
	se(v)

	
}
	
	

	
rbsp_trailing_bits( )
	1
	

	}
	
	


3.65 level: A defined set of constraints on the values that may be taken by the syntax elements and variables of this Recommendation | International Standard.  The same set of levels is defined for all profiles, with most aspects of the definition of each level being in common across different profiles. Individual implementations may, within specified constraints, support a different level for each supported profile. In a different context, level is the value of a transform coefficient prior to scaling and offsetting.

3.xxx   offsetting: The process of offsetting transform coefficients after scaling by a factor, resulting in the final transform coefficients.

3.xxx   transform coefficient level: An integer quantity representing the value associated with a particular two-dimensional frequency index in the decoding process prior to scaling and offsetting for computation of a transform coefficient value.

7.4.2.1 Sequence parameter set RBSP semantics

….

seq_offset_matrix_present_flag equal to 1 specifies that the flags seq_offset_list_present_flag[ i ] for i = 0..7 are present.  seq_offset_matrix_present_flag equal to 0 specifies that these flags are not present and the sequence-level offsetting matrix specified by NoOffset_4x4_16 shall be inferred for i = 0..5 and the sequence-level offsetting matrix specified by NoOffset_8x8_16 shall be inferred for i = 6..7.  When seq_offset_matrix_present_flag is not present, it shall be inferred to be equal to 0.

The offsetting matrices NoOffset_4x4_16 and NoOffset_8x8_16 are specified as follows:

NoOffset_4x4_16( i, j ) = 0,     with i, j = 0..3,

(7-5)

NoOffset_8x8_16( i, j ) = 0,     with i, j = 0..7.

(7-6)

seq_offset_matrix_mode equal to 0 specifies that only a single offsetting parameter shall be present in the bitstream for each offset list and will used for all list elements. If 1, different offsetting parameters are present within the bitstream for each list element. If seq_offset_matrix_present_flag is not present or zero it shall be inferred to be equal to 0.
seq_offset_level_mode equal to 0 specifies that offsetting applies only if the corresponding level of the current list element is 1. If 1, process applies to all levels equally, while if 2, offsetting is applied differently according to the corresponding level of each element. If seq_offset_matrix_present_flag is not present or zero it shall be inferred to be equal to 0.
seq_offset_list_present_flag[ i ] equal to 1 specifies that the syntax structure for offsetting list i is present in the sequence parameter set. seq_offset_list_present_flag[ i ] equal to 0 specifies that the syntax structure for offsetting list i is not present in the sequence parameter set and the fall-back rule specified in Table 7‑xxx shall be used to infer the sequence-level offsetting matrix for index i.  
Table 7‑xxx – Assignment of mnemonic names to offsetting list indices and specification of fall-back rule
	Value of offsetting list index
	Mnemonic name
	Block size
	MB prediction type
	Component
	Offsetting matrix 
fall-back rule
	Default
offsetting matrix

	0
	Ol_4x4_Intra_Y
	4x4
	Intra
	Y
	default
offsetting matrix
	Default_4x4

	1
	Ol_4x4_Intra_Cb
	4x4
	Intra
	Cb
	offsetting matrix
for i = 0
	Default_4x4

	2
	Ol_4x4_Intra_Cr
	4x4
	Intra
	Cr
	offsetting matrix
for i = 1
	Default_4x4

	3
	Ol_4x4_Inter_Y
	4x4
	Inter
	Y
	default
offsetting matrix
	Default_4x4

	4
	Ol_4x4_Inter_Cb
	4x4
	Inter
	Cb
	offsetting matrix
for i = 3
	Default_4x4

	5
	Ol_4x4_Inter_Cr
	4x4
	Inter
	Cr
	offsetting matrix
for i = 4
	Default_4x4

	6
	Ol_8x8_Intra_Y
	8x8
	Intra
	Y
	default
offsetting matrix
	Default_8x8

	7
	Ol_8x8_Inter_Y
	8x8
	Inter
	Y
	default
offsetting matrix
	Default_8x8


The default offsetting matrices Default_4x4, Default_8x8 are specified as follows:
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7.4.2.2.x
Offset list semantics

offset is used to derive the values of all elements of the offsetting list if offsetting mode is equal to 0. The value of offset shall be in the range of ‑128 to +127, inclusive.
delta_offset is used to derive the j-th element of the offsetting list for j being in the range of 0 to sizeOfOffsetList ‑ 1, inclusive. The value of delta_offset shall be in the range of ‑128 to +127, inclusive.

When useDefaultOffsetMatrixFlag is derived to be equal to 1, the offsetting matrix shall be inferred to be equal to the default offsetting matrix as specified in Table 7‑xxx
7.4.2.2

Picture parameter set RBSP semantics

pic_offset_matrix_present_flag equal to 1 specifies that parameters are present to modify the sequence-level offsetting matrices. pic_offset_matrix_present_flag equal to 0 specifies that the offsetting matrices used for the picture shall be inferred to be equal to the sequence-level offsetting matrices. When pic_offset_matrix_present_flag is not present, it shall be inferred to be equal to 0. 

pic_offset_matrix_mode equal to 0 specifies that only a single offsetting parameter shall be present in the bitstream for each offset list and will used for all list elements. If 1, different offsetting parameters are present within the bitstream for each list element. If pic_offset_matrix_present_flag is not present or zero it shall be inferred to be equal to 0.
pic_offset_level_mode equal to 0 specifies that offsetting applies only if the corresponding level of the current list element is 1. If 1, process applies to all levels equally, while if 2, offsetting is applied differently according to the corresponding level of each element. If pic_offset_matrix_present_flag is not present or zero it shall be inferred to be equal to 0.
pic_offset_list_present_flag[ i ] equal to 1 specifies that the scaling list syntax structure is present to specify the offsetting matrix for index i.  pic_offset_list_present_flag[ i ] equal to 0 specifies that the offsetting matrix for index i shall be inferred according to the sequence level parameters.
8.5.7 Derivation process for the chroma quantisation parameters, scaling and offsetting functions
….

The function LevelOffset( m, i, j ) is specified as follows.

· The 4x4 matrix offsetList( i, j ) is specified as follows.

· The variable mbIsInterFlag is derived as follows.

· If the current macroblock is coded using Inter macroblock prediction modes, mbIsInterFlag is set equal to 1.

· Otherwise (the current macroblock is coded using Intra macroblock prediction modes), mbIsInterFlag is set equal to 0.

· The variable iYCbCr derived as follows.

· If the input array c relates to a luma residual block, iYCbCr is set equal to 0.

· Otherwise, if the input array c relates to a chroma residual block and the chroma component is equal to Cb, iYCbCr is set equal to 1.

· Otherwise (the input array c relates to a chroma residual block and the chroma component is equal to Cr), iYCbCr is set equal to 2.

· The inverse scanning process for transform coefficients and 4x4 offsetting matrix entries as specified in subclause 8.5.5 is invoked with OffsetList4x4[ iYCbCr + ( (mbIsInterFlag  = =  1 ) ? 3 : 0 )] as the input and the output is assigned to the 4x4 matrix offsetList.
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The function LevelOffset8x8( m, i, j ) is specified as follows:

· The 8x8 matrix offsetList8x8( i, j ) is specified as follows.

· The variable mbIsInterFlag is derived as follows.

· If the current macroblock is coded using Inter macroblock prediction modes, mbIsInterFlag is set equal to 1.

· Otherwise (the current macroblock is coded using Intra macroblock prediction modes), mbIsInterFlag is set equal to 0.

· The inverse scanning process for 8x8 luma transform coefficients and 8x8 offsetting matrix entries as specified in subclause 8.5.6 is invoked with OffsetList8x8[ mbIsInterFlag ] as the input and the output is assigned to the 8x8 matrix offsetList8x8.
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8.5.8 Scaling and transformation process for luma DC transform coefficients for Intra_16x16 macroblock type

….

The variables mij and kij are computed as follows:
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If QP'Y is greater than or equal to 36, the scaled result shall be derived as
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· Otherwise (QP'Y is less than 36), the scaled result shall be derived as
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8.5.9 Scaling and transformation process for chroma DC transform coefficients
….

The variables mij and kij are computed as follows:
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· If QP'C is greater than or equal to 30, the scaled result shall be derived as
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· Otherwise (QP'C is less than 30), the scaled result shall be derived as
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Similar equations should be added for chroma_format_idc > 1
8.5.10 Scaling and transformation process for residual 4x4 blocks
…

· Otherwise, the following applies.

The variables mij and kij are computed as follows:
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· If qP is greater than or equal to 24, the scaled result shall be derived as follows
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· Otherwise (qP is less than 24), the scaled result shall be derived as follows
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8.5.11 Scaling and transformation process for residual 8x8 blocks
…

The scaling process for 8x8 block transform coefficient levels cij proceeds as follows.

The variables mij and kij are computed as follows:
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· If QP'Y is greater than or equal to 36, the scaled result shall be derived as
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· Otherwise (QP'Y is less than 36), the scaled result shall be derived as

· 
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Similar equations should be added for the SP section in place of previous equations
A.2.1 Baseline profile, A.2.2 Main Profile, & A.2.3 Extended Profile

–
The syntax elements chroma_format_idc, bit_depth_luma_minus8, bit_depth_chroma_minus8, lossless_qpprime_y_zero_flag, seq_scaling_matrix_present_flag, and seq_offset_matrix_present_flag shall not be present in sequence parameter sets.

–
The syntax elements transform_8x8_mode_flag, pic_scaling_matrix_present_flag,  pic_offset_matrix_present_flag, and second_chroma_qp_index_offset shall not be present in picture parameter sets.

(Append for Proposal Documents)

JVT Patent Disclosure Form

	International Telecommunication Union
Telecommunication Standardization Sector
	International Organization for Standardization
	International Electrotechnical Commission  

	[image: image54.wmf]
	[image: image55.png]



	[image: image56.png]





Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:

JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA

Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Thomson Corporate Research
	

	Mailing address
	2 Independence Way

Princeton, NJ 08540
	

	Country
	USA
	

	Contact person
	Alexis Michael Tourapis
	

	Telephone
	+1 609 987 7329
	

	Fax
	+1 609 987 7299
	

	Email
	alexandros.tourapis@thomson.net
	

	Place and date of submission
	Redmond JVT Meeting 07/17/2004
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	H.264/AVC
	

	Title
	Quantization Offset Matrices for Fidelity Range Extensions
	

	Contribution number
	JVT-L032
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)

	
	

	[image: image57.wmf]
	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,



	[image: image58.wmf]
	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	
[image: image59.wmf] 


	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.

	
	

	[image: image60.wmf]
	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.

	
	

	[image: image61.wmf]
	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	3 patents
	

	Inventor(s)/Assignee(s)
	Jiuhuai Lu, Tao Chen, Shinya Kadono, Yoshiichiro Kashiwagi
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	
[image: image62.wmf] 


	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



	[image: image63.wmf]
	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:










File: JVT-L032r2.doc
Page: 5
Date Saved: 2004-07-17

_1147779808.unknown

_1151649783.unknown

_1151910895.unknown

_1151912481.unknown

_1151918366.unknown

_1151918389.unknown

_1151912525.unknown

_1151912618.unknown

_1151912708.unknown

_1151912541.unknown

_1151912504.unknown

_1151912401.unknown

_1151912404.unknown

_1151910960.unknown

_1151911359.unknown

_1151654467.unknown

_1151907823.unknown

_1151654458.unknown

_1151648676.unknown

_1151648789.unknown

_1151648879.unknown

_1151649777.unknown

_1151648736.unknown

_1147780037.unknown

_1151221136.unknown

_1151266448.doc






(















-(



















2(







(







f































































(











(







































-2(











(















W’















f



















W







-2(







-(







(



























2(




































_1151221122.unknown

_1147780028.unknown

_1147612318.unknown

_1147678279.unknown

_1147779772.unknown

_1147779799.unknown

_1147687464.unknown

_1147612526.unknown

_1147612557.unknown

_1140264805.doc


















-(



















2(







(











































































(







































-2(























W’































W







-2(







-(































2(




































_1140268534.doc






(















-(



















2(







(







f































































(











(







































-2(











(















W’















f



















W







-2(







-(







(



























2(




































_1140443847.doc



_1140256284.doc


















-(



















2(







(



































































f











(







































-2(











f















W’































W







-2(







-(































2(




































_1140264491.unknown

_1139816559.unknown

_1139816444.unknown

