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1. Introduction

In the previous JVT meetings we presented the effectiveness of RGB coding using INTER-PLANE PREDICTION (IPP) coding of residual images [1-2]. The proposed method supports any color space equally well as required in the call for proposal [3] by introducing a flag to signal the IPP coding of residual images. It avoids the color distortion due to the color space conversion involved when coded in YUV space. Simulation results show that due to the color space conversion there exists an achievable PSNR limit and the original color is distorted when coded in YUV space. By applying IPP we achieve significant coding gain when compared with the case without IPP while we preserve the high quality of the original image without the color distortion.
This proposal introduces a new coding technology that supports 4:4:4 format in YCbCr, XYZ and RGB color space while maintaining core technologies of the existing JVT specification [4]. The proposed codec supports YCbCr and XYZ format by extending the 4:2:0 format while treating CbCr components as dependent luminance components. In other words, the full resolution CbCr components use the same mode as the luminance component does . Green and Y components are treated as Luma in RGB and XYZ space respectively. For RGB coding we increased the coding efficiency greatly by applying DPCM coding to the residual images of R and B color components using the G component residual as a predictor. It works well for both the intra and the inter cases. To maintain the decoder compatibility we add a flag to the sequence paramater set to signal the DPCM coding of residual images since only the RGB coding uses this mode among the 4:4:4 formats. In this document we address the effect of IPP for various image set to show the efficiency of it. The results show the comparable coding efficiency as that of the proposed YCbCr 4:4:4 format. So it can avoid the possible information loss due to the color space conversion while maintaining the coding efficiency. This makes the proposed JVT codec a good candidate for applications that require the high fidelity of colors such as digital cinema, digital archives, surveillance and so on.
2. Inter-Plane Prediction Coding

2.1 Color distortion due to the color space conversion
This section describes IPP coding in details. Generally RGB space is regarded as a bad space from the compression point of view. Each RGB component contains the color information along with luminance information. This redundancy degrades the coding efficiency. To exploit the inter color redundancy, the RGB space is usually converted into YCbCr space. Also most of the spatial information is in Y component, Cb and Cr components can be subsampled to further compress the data without significant loss of image quality. But in professional purpose such as master scan of digital cinema, it is very essential to maintain the original color fidelity. But the color space conversion from RGB to YCbCr and back to RGB involves rounding error. Due to this rounding error, there is an achievable PSNR limit as analyzed in [5]. Table 1 summarizes these results for 8-bit and 10-bit images. 

Table 1: Achievable PSNR when color space conversion RGB->YcbCr->RGB operation is performed using ITU-R Rec. BT.709. 

	Theoretical analysis
	8-bit
	10-bit

	PSNR-G
	56.1 db
	68.2 db

	PSNR-R
	52.6 db
	64.7 db

	PSNR-B
	51.8 db
	63.9 db
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Figure 1: Color distortion due to the color space conversion (Man in Restaurant, 300th frame, 8 bit, clipped from 1920x896 to 400x600). The left side is the original image and the right side is the distorted image due to color space conversion. It shows the distorted color in the face and shirts. The distorted image is obtained by converting the RGB components into YUV components using floating point operation followed by rounding and converted back to RGB space using the same operation without any coding involved. The PSNR values for R, G and B components are 52.23172 dB, 57.14087 dB and 51.53519 dB respectively.
Even though all three PSNRs exceed 50 dB for 8-bit images, the color distortion is still visible as shown in Figure 1. This is very undesirable for professional usage. For example there will be no movie director who doesn’t mind if his original shooting color is distorted due to color space conversion. So PSNR value itself does not seem to be a enough criterion for color distortion measure. 

To support this argument, we conducted the mini experiment using the image shown in Figure 2. The original Crew image is distorted by subtracting 10 from all the pixels in R and B components in Figure 3. In Figure 4 we subtracted 10 from all the RGB components to distort the pixel value for all the components. Even though Figure 3 has the infinite PSNR value for G component, but it distorted the color fidelity due to the unbalanced PSNR values for each component. To measure the perceptibility of color differences, we use 
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It measures the Euclidean distance in 
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 space. The resulting PSNR values and 
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 are summarized in Table 2. As shown in Table 2, Figure 4 shows the smaller 
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than that of Figure 3. It coincides with our visual observation.

Table 2: PSNR and 
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values for images in Figure 3-4.

	
	Figure 3
	Figure 4

	PSNR-G
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	28.1 db

	PSNR-R
	28.1 db
	28.1 db

	PSNR-B
	28.1 db
	28.1 db
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	5.66
	3.92
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Figure 2: Original Crew image at 170th frame
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Figure 3: Distorted Crew image by subtracting 10 from all the pixels in R and B components. Even though Figure 4 has the infinite PSNR value for G component but it distorted the color fidelity due to the unbalanced PSNR values for each component.
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Figure 4: Distorted Crew image by subtracting 10 from all the pixels in G, R and B components.

3.2 Inter-Plane Prediction Coding for RGB Color Space
To maintain the color fidelity discussed in previous section while increasing the coding efficiency in RGB space, we propose to use the inter-plane prediction as shown in Figure 5. This scheme can be easily incorporated into the existing JVT specification [4] since it needs one simple predictor block using the reconstructed G plane residue for each R and B residue. The function 
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 in Figure 5 is an identity function. So the predictor is just a simple subtraction. The G-plane predicted R residue and B residue follow the same coding procedure of the existing JVT specification as the G residue does. In the decoder, we just add back the reconstructed G residue to decode R and B residue value. 

Figure 5: Block diagram of the proposed Inter-Plane Prediction
3. Experimental Results

We compared our IPP coding with YUV coding using the 8-bit HD material and the 10-bit film material. The experimental results are summarized in the accompanying excel file [7]. The test conditions are summarized as follows:

· QP: 6,12,18,24 (8-bit HD material)

· QP: -4,4,12,20 (10-bit Film material)

· Search range: 32

· Entropy coding: CABAC

· RD-optimized mode selection: On

· Number of reference frames: 3

· GOP structure: IBBPBBPBB…
· Number of slice groups: 1

· Direct mode: Temporal

· Weighted prediction: No
· Stored B-picture: No

For HD material, it clearly shows the benefit of IPP coding over the coding in YUV space as shown in PSNR values and 
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. The coding in RGB space preserves the original color quality much better than in YUV space as Qp decreases. 

As observed and discussed in [8], encoding the film grain costs. The film grain pushes the bit rate to the extremely high range in low Qp values. Due to the randomness of the film grain, the coding gain obtained using color space conversion from RGB to YUV or using inter-plane prediction decreases. The only benefit of YUV coding that exploits the interleaved luminance and chrominance redundancy has been greatly diluted due to the film grain and it adds more color distortion. IPP coding achieves almost identical coding efficiency while avoiding color distortion as shown in the experimental results.

4. Conclusions

The introduction of IPP coding for residue images in RGB space achieves great coding efficiency while avoiding the color distortion resulting from the color space conversion. The Chroma_residue_pred_flag that signals the usage of IPP helps the proposed algorithm perform equally well in any color space. It will promote the wide adoption of JVT Professional Extension for various needs of video compression.
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This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.
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	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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