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ITU-T  RECOMMENDATION DRAFT ERRATA LIST





SECTION I: IMPORTANT ISSUES TO CONSIDER/ADDRESS


Item � SEQ CorrItem \* ARABIC \r 1 �1�) Typographical error in definition subclause 3.10 for "bin string"


Error report by: Gary Sullivan, April 3, 2003


Suggested correction: The word "bit" in definition subclause 3.10 should be changed to "bin".


Discussion of problem: This appears to be an obvious typographical error.


Open issues: None.


US Experts: Agreed JVT: Yes.  Done.


Item � SEQ CorrItem \* ARABIC �2�) Description convention in subclause 5.9 for text of "if … else if … else if … else" logic processes


Error report by: Eric Viscito, April 3, 2003 and subsequently others


Suggested correction:


a)	Replace the description of the convention in text for these logic processes, which is currently to use "if … if … if … otherwise …", to "if … otherwise if … otherwise if … otherwise …", and


b)	Replace all uses of the prior convention described in 5.9 with uses of the altered convention in all parts of the document.


Discussion of problem: Although the convention in the current document is defined and seems to be used consistently, it does not follow the usual understanding of the use of this language and many people seem to misinterpret the intent until they are directed to read subclause 5.9.  The change would fix this.


Open issues: This needs to be done with great care or it would be better to leave it as it is.  Once people get used to it, the current convention does seem to work.


US Experts: DON’T CARE (OK WITH WHAT JVT DECIDES)


JVT: Agreed.


Item � SEQ CorrItem \* ARABIC �3�) Terminology confusion in subclause 6.2


Error report by: Aharon Gill


Discussion of problem:


Subclause 6.2 says


"The height of a luma array that is coded as two separate fields or in macroblock-adaptive frame-field coding (see below) is a multiple of 32 samples. The height of each chroma array that is coded as two separate fields or in macroblock-adaptive frame-field coding (see below) is a multiple of 16 samples."


In the first sentence it is not clear to what entity does the luma array belong to. Same for the chroma array of the second sentence. From the context, it seems that the entity is a frame, but than we will have "a frame coded as two separate fields". This runs counter to the terminology in the document, as what is referred to as a frame seems to be a complementary field pair.


Suggested correction:


Change


"The width and height of the luma sample array are each a multiple of 16. This Recommendation | International Standard represents colour sequences using 4:2:0 chroma sampling. The width and height of chroma sample arrays are each a multiple of 8. The height of a luma array that is coded as two separate fields or in macroblock-adaptive frame-field coding (see below) is a multiple of 32 samples. The height of each chroma array that is coded as two separate fields or in macroblock-adaptive frame-field coding (see below) is a multiple of 16 samples."


To


"This Recommendation | International Standard represents colour sequences using 4:2:0 chroma sampling. 


The width of the luma sample array of each picture is a multiple of 16.  The width of the chroma sample arrays of  each picture are a multiple of 8.  The height of the luma sample array of each coded picture (whether it is a coded frame or a coded field) is a multiple of 16 and the height of each chroma array for these pictures is multiple of 8.  The height of the luma sample array of each coded frame that uses macroblock-adaptive frame-field coding is a multiple of 32 and the height of each chroma sample array for these pictures is a multiple of 16."


Open issues: None.


US Experts: Agreed  JVT: Agreed. Done.


Item � SEQ CorrItem \* ARABIC �4�) Residual block syntax typo in 7.3.5.3.1


Error report by: Barry Haskell, April 22, 2003


Discussion of Problem: In line 


if( level_prefix  = =  14  &&  suffixLength  = =  0 )�	levelCode += 15


However, in 9.2.2 Parsing process for level information, there is a line 


“When level_prefix is equal to 15 and suffixLength is equal to 0, levelCode is incremented by 15.”


It is not consistent.  Reference code uses “15” instead of “14”.


Suggested correction: The number 14 in line above to be replaced by 15. (Anthony Joch Agrees)


Open Issues: Double check.


US Experts: Agreed. JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �5�) Terminology confusion in 7.4.1.2.2


Error report by: Aharon Gill


Discussion of problem:


Confusion in use of "access unit" versus "NAL unit" terminology.


Suggested correction:


Change


"When an end of stream NAL unit is present in an access unit, this access unit shall be the last NAL unit in the bitstream" 


to


"When an end of stream NAL unit is present in an access unit, this access unit shall be the last access unit in the bitstream and the end of stream NAL unit shall be the last NAL unit in that access unit".


Open issues: None.


US Experts: Agreed. JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �6�) Presence of reserved values of nal_unit_type in subclauses 7.4.1.2.3 and 7.4.1.2.5


Error report by: Teruhiko Suzuki, April 18, 2003


Suggested correction:


In subclause 7.4.1.2.3, change:


"NAL units with nal_unit_type in the range of 13 to 18, inclusive" to "NAL units with nal_unit_type in the range of 13 to 18, inclusive (which shall not be present unless specified for future use by ITU�T | ISO/IEC)"


In subclause 7.4.1.2.5, change:


"NAL units having nal_unit_type equal to 0, 12, or in the range of 19 to 31, inclusive, may be present in the access unit but shall not precede the first VCL NAL unit of the primary coded picture within the access unit."


to


"NAL units having nal_unit_type equal to 12 may be present in the access unit but shall not precede the first VCL NAL unit of the primary coded picture within the access unit.


NAL units having nal_unit_type equal to 0 or in the range of 19 to 31, inclusive, which shall not be present unless specified for future use by ITU�T | ISO/IEC, shall not precede the first VCL NAL unit of the primary coded picture within the access unit."


Discussion of problem: As specified elsewhere, values of nal_unit_type equal to 0 and in the range of 13 to 23, inclusive, shall not be present in the bitstream unless specified for future use by ITU�T | ISO/IEC.  The change would clarify other subclauses of the document to be consistent with that intent to reserve these values for future use and not allow them to be used until that time.


Open issues: Is there a need to clarify that some reserved nal_unit_type values (and other reserved syntax element values) that are discarded for current profiles may be used in the normative decoding process for future not-yet-defined profiles (and that the syntax may change within existing nal_unit_type values for future not-yet-defined profiles), or is that obvious?


US Experts:


7.4.1.2.3: Yes, it is obvious and specified in the text next to Table 7.1. Consider splitting 13 … 23 in Table 7.1 to two rows, one with 13 … 18 and other for 19 … 23 because their use is constraint in two different ways. Consider putting no constraints on Reserved NAL Unit types about where they appear in the access unit and remove "NAL units with nal_unit_type in the range of 13 to 18, inclusive" from 7.4.1.2.3.


“NAL units having nal_unit_type equal to 0 or in the range of 19 to 31, inclusive, which shall not be present unless specified for future use by ITU�T | ISO/IEC, shall not precede the first VCL NAL unit of the primary coded picture within the access unit.” Is wrong as 0, 24 … 31 will not be specified by ITU-T | ISO.


Current text  in 7.4.1.2.3


"NAL units having nal_unit_type equal to 0, 12, or in the range of 19 to 31, inclusive, may be present in the access unit but shall not precede the first VCL NAL unit of the primary coded picture within the access unit."


 is fine as it is. Suggestion: replace “19” by “24”.


This text is repeated in 7.4.1.2.5. Remove the duplication.


JVT: See changes in text. Done.


Item � SEQ CorrItem \* ARABIC �7�) Notation typo in semantics of slice_c0_offset_div2 7.4.3


Error Reported by: Lowell Winger


Discussion of problem: Notation typo.


Suggested change: Change “…used in accessing the α and C0 deblocking filter tables.” to “… used in accessing the α and tC0 deblocking filter tables".


Open issues: None


US Experts: Agreed JVT: OK.  Done.


Item � SEQ CorrItem \* ARABIC �8�) Clarification of prohibited behaviour in semantics of adaptive_ref_pic_marking_mode_flag in subclause 7.4.3


Error Reported by: Aharon Gill


Discussion of problem: The operation of reference picture marking for one nonsensical case may not be explicitly prohibited.


Suggested change: State that  adaptive_ref_pic_marking_mode_flag shall not be equal to 0 when the number of frames currently marked as "used for long-term reference" is equal to num_ref_frame.


Open issues: Such behaviour is clearly intended to be prohibited, as there will be no space to insert the current picture.  If the operation of the sliding window process and its constraints on overflow are expressed in a way that already prohibits this, there may be no need for a change.  However, if operation of the sliding window reference picture marking process is neither defined nor prohibited for this nonsensical case, it should be explicitly prohibited somewhere.


US Experts: OK to change. JVT: Done.


Item � SEQ CorrItem \* ARABIC �9�) Bad cross-reference in 8.2.1.3


Error Reported by: Mike Nilsson, April 23, 2003


Discussion of problem: 


The first of the two notes at the end of section 8.2.1.3 refers to "non-reference pictures of the form specified in subclause 7.4.2.1", where 7.4.2.1 is the semantics of the sequence parameter set. Nilsson is not sure what the link should be, but indicates that this one doesn't seem right.


Suggested change: Investigate and fix.


Open issues: Correct cross-reference (or alternative fix) has not yet been supplied.


US Experts: OK  JVT: The note to be reworded to fix this (or the editor may remove the note if the final wording appears not to justify the presence of the note).


Item � SEQ CorrItem \* ARABIC �10�) Clarity of parity terminology for MBAFF in derivation process for Temporal Direct 8.4.1.2.3


Error Reported by: Anthony Joch, April 17, 2003


Discussion of problem: In 8.4.1.2.3, we find the following:


“If vertMvScale is equal to Frm_To_Fld, MapColToList0( refIdxCol ) returns the lowest valued reference index refIdxL0 in the current reference picture list RefPicList0 that references the field of refPicCol with the same parity as the current picture CurrPic.”


However, it's possible from Table 8-7 that vertMvScale is Frm_To_Fld when the current picture is an MBAFF frame (and the current MB is a field MB), so the parity of CurrPic is unspecified. The intent is that, in this case, the picture with the same parity of the the current macroblock would be selected. 


Suggested Correction: Replace


“...with the same parity as the current picture CurrPic.” by  “...with the same parity as the current macroblock.”


Open issue: None


US Experts: Agreed. JVT: Agreed. Done.


Item � SEQ CorrItem \* ARABIC �11�) Redundant equations in weighted sample prediction process 8.4.2.3.2


Error reported by: Toshiba (File H.264_aap_IC)


Discussion of problem: Equations 8-224 and 8-225 are redundant


Suggested correction: Delete them


Open Issues: Are they wrong? Does it hurt to leave them? 


US Experts: Agree to delete. Their presence is confusing.  JVT: OK.  Conflict between 8-224 and 8-227? Between 8-225 and 8-226?  Incorrect nesting of the "If" just after 8-225? (need an "as follows" just after 8-225?)


Tentative answer: Delete 8-224 and 8-225 and just after 8-223, add "and w0 and w1 are derived as follows." Done.


(8-224 and 8-225 are not only redundant, but wrong.)


Do we have indentation alone indicating the nesting of "If" statements?  We thought we weren't doing that, but we seem to be doing that just after equation 6-4 (Fixed that one) and just after 8-223.  Fixed that one per above.


All done.


Item � SEQ CorrItem \* ARABIC �12�) Lack of mention of SP slices in 8.4.2.3.2


Error reported by: Mike Nilsson, April 23, 2003


Discussion of problem: Nilsson indicates that the text between equations 8-229 and 8-230 in section 8.4.2.3.2 should mention SP slices as well as P slices.


Suggested correction: Mention them.


Open Issues: Should double-check. 


US Experts: OK  JVT: Done.


Item � SEQ CorrItem \* ARABIC �13�) Luma/chroma typo in transform decoding process for chroma  samples 8.5.3


Error reported by: Yoshihiro Kikuchi, April 20, 2003


Discussion of problem: In 2nd paragraph it says, “The 2x2 luma DC transform coefficients of ...”


"luma" should be "chroma"


Suggested Correction: Replace “luma” by “chroma”


Open Issues: None


US Experts: Agreed JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �14�) QP notation typo in scaling and transformation for luma DC 8.5.6


Error reported by: Yoshihiro Kikuchi, April 20, 2003


Discussion of problem: In Equation 8-258


�EMBED Equation.3���.	(8-258)


"�EMBED Equation.3���" should be "�EMBED Equation.3���"


Suggested Correction: Replace Equation 8-258 with


�EMBED Equation.3���.	(8-258)


Open Issue: None


US Experts: Agreed JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �15�) QP notation typo in subclause 8.5.7


Error report by: Chong-Soon Lim, April 2, 2003


Suggested correction: The symbol QP in Equation 8-261 should be QPC.


Discussion of problem: This appears to be an obvious typographical error.


US Experts: Agreed


Open issues: None.  JVT: OK. Done.


US Experts: AgreedItem � SEQ CorrItem \* ARABIC �16�) Inverse transform order in subclause 8.5.8


Error report by: Gary Sullivan, April 21, 2003


Suggested correction: Consider specifying that the vertical inverse transform is after the horizontal inverse transform.


Discussion of problem: 


The swap of transform order adopted in Pattaya was a mistake and there were flaws in its adoption process.


In regard to its adoption process, the Pattaya change was made in response to an editorial note without any formal request for the change, after the declaration of design "freeze" in December, without any clear judgment that the change was necessary to fix an obvious and serious problem.


Details on the technical error in the adoption are below (the lack of such details in previous discussions may be why we messed up in the first place).


The question now is whether to undo the Pattaya swap in a corrigendum and whether a corrigendum is necessary to undo the improper action.  In favor of undoing the Pattaya swap in a corrigendum are the following arguments:


1) The swap was a mistake.  It didn't help any aspect of the design and it will actually hurt straightforward SIMD operation.


2) The reference software has never had the Pattaya swap in it and still doesn't.


3) Nearly all people working toward implementations probably had the pre-Pattaya design worked out and many of them have not yet gotten around to implementing the swapped order - so they would rather just forget about it and use the pre-Pattaya order.


4) Some people might not have read the Pattaya output document closely enough to notice that the order was swapped and may therefore be obliviously implementing the pre-Pattaya order.


In favor of keeping the Pattaya swap and not changing it in a corrigendum:


1) The swap may have been a mistake, but it is in the document submitted for approval and the design will function OK that way.


2) For many implementations, the order doesn't affect complexity.


3) Some people might not read the corrigendum (or read it closely enough) to notice the removal of the swap and may therefore obliviously implement the Pattaya swapped order.


Some of these issues are alleviated if the improper action can be reversed without a corrigendum.  In particular, the problem of having an approved document prior to a corrigendum and then an approved different behaviour after a corrigendum should be avoided.


I have gone back and read through the records I had of email discussions both on and off the reflector and consulted with several individual experts.  Some comments that had been interpreted as support for changing the order were really just saying that it was OK to change the order if we made the judgment that the other order was better, but not actually saying they had analyzed the issue and concluded that the swapped order was better.  Some other comments were about whether the software and the document were matching each other's order, again without really trying to say which order was better.


There was also some confusion about which order people were talking about at any given time.  Some people were trying to say that the pre-Pattaya order was better, but their voices got lost in the confusion.  I believe the original suggestion to change the order to improve SIMD operation was just incorrect, and from that point forward we weren't collectively thinking straight.


Email conversation subsequent to the reporting of this problem seems to confirm this characterization and to indicate a desire to reverse the improper Pattaya action if a corrigendum can be avoided.


Also I think no one was providing details about how one order was better.


Here is some actual analysis:


The idea is that the decoder should set up its memory to be able to do segmented parallel operations of JVT-G050 Equations 8-269 to 8-276 (and 8-278 and 8-245) as follows:


The decoder performs multiple inverse transforms at one time.


Assume for the moment that the vertical inverse transform is first.


The decoder sets up register 0 to contain [ w00 w01 w02 w03 ]�The decoder sets up register 1 to contain [ w10 w11 w12 w13 ]�The decoder sets up register 2 to contain [ w20 w21 w22 w23 ]�The decoder sets up register 3 to contain [ w30 w31 w32 w33 ]


Equation 8-269 becomes a segmented sum of registers 0 and 2.�Equation 8-270 becomes a segmented difference of registers 0 and 2.�Equations operate through Equation 8-276 in a similar fashion.


After completing the vertical inverse transform, the decoder would then transpose the resulting matrix and do the same thing again for the horizontal inverse transform.  Then it needs to perform Equation 8-278 and Equation 8-245 and store the resulting sample values.  But because of the first transposition that took place between the vertical and horizontal stages, it will now need to perform another transposition before it puts the results into memory as the output sample array (which we assume is in raster order).


So two transpositions are required when the vertical inverse transform is first.


If instead, you start with a transposed w matrix and perform the horizontal inverse transform first, no transpose is needed after the final inverse transform.  The "horizontal first" order avoids one matrix transposition per block, and is therefore superior.


There is no complexity impact in regard to whether the original w matrix is transposed or not, because that data is not arriving in raster order anyway -- it is arriving in zig-zag or alternate-scan order or such, and it is just as easy to fill a transposed matrix from that data as it is to fill a non-transposed matrix.


I hear that there are some kind of tricks available on some processors to avoid the complexity of the extra transpose.  But I believe the conclusion is that if you're going to pick one order or the other to put into the spec, it is better in the abstract sense to perform the horizontal inverse transform first and the vertical one second.  That is what was in the document before Pattaya.  So the Pattaya swap was not a good idea.


Open issues: A judgment call is necessary to determine whether it is better to live with the post-Pattaya order or to revert to the pre-Pattaya order.


US Experts: Agreed. Change the text to pre-Pattaya text.  JVT: OK.  Done.


Item � SEQ CorrItem \* ARABIC �17�) Notation confusion in subclause 8.5.8


Error report by: Chong-Soon Lim, April 2, 2003, Significantly more remarks added later by Gary Sullivan, April 18, 2003.


Suggested correction: 


Change "two-dimensional array" to "4x4 array" and change cmn to cij  in the description of the input to the subclause.


Change the m and n variables in Equation 8-267 to i and j.


Address the inconsistent use of primes in Equation 8-277 and the right-hand side of Equation 8�278 relative to Equation 8-268 and Equations 8-269 through 8-272.


Address the inconsistent use of primes in the description of the output of the subclause and in the left-hand side of Equation 8-278.


Address notational confusion regarding the fact that despite what is shown in Equations 8-269 through 8-272, the input to these equations for the second (horizontal) stage of the inverse transform is not from the w matrix of 8-268 (despite the use of w as the symbol in the right-hand-side of Equations 8-269 through 8-272).


Fix typo "a array" vs "an array".


Suggested text [not including impact of � REF TransformOrderItem \h � \* MERGEFORMAT �Item 16� above]:


8.5.8	Scaling and transformation process for residual 4x4 blocks


Input to this process is a 4x4 array c of elements cij which is either an array relating to a luma residual block or to a residual block of a chroma component.


Outputs of this process are residual sample values as 4x4 array x'' of elements x''ij.


The variable sMbFlag is derived as follows.


If mb_type is equal to SI or the macroblock prediction mode is equal to Inter in an SP slice, sMbFlag is set equal to 1, 


Otherwise (mb_type not equal to SI and the macroblock prediction mode is not equal to Inter in an SP slice), sMbFlag is set equal to 0.


The variable qP is derived as follows. 


If the input array c relates to a luma residual block and sMbFlag is equal to 0


qP = QPY 			(8-262)


If the input array c relates to a luma residual block and sMbFlag is equal to 1


qP = QSY 			(8-263)


If the input array c relates to a chroma residual block and sMbFlag is equal to 0


qP = QPC 			(8-264)


Otherwise (the input array c relates to a chroma residual block and sMbFlag is equal to 1)


qP = QSC			(8-265)


Scaling of 4x4 block transform coefficient levels cij proceeds as follows.


If all of the following conditions are true


i is equal to 0


j is equal to 0


c relates to a luma residual block coded using Intra_16x16 prediction mode or c relates to a chroma residual block


d00 = c00			(8-266)


Otherwise


�EMBED Equation.3���	(8-267)


The bitstream shall not contain data that results in any value of dij that exceeds the range of integer values from –215 to 215–1, inclusive.


The transform process shall convert the block of scaled transform coefficients to a block of output samples in a manner mathematically equivalent to the following.


First, each (vertical) column of scaled transform coefficients is transformed using a one-dimensional inverse transform as follows.


A set of intermediate values is computed as follows.


e0j = d0j + d2j,   j = 0..3		(8-268a)


e1j = d0j – d2j,   j = 0..3		(8-269a)


e2j = ( d1j >> 1 ) – d3j,   j = 0..3		(8-270a)


e3j = d1j + ( d3j >> 1 ),   j = 0..3		(8-271a)


The bitstream shall not contain data that results in any value of eij that exceeds the range of integer values from –215 to 215–1, inclusive.


Then the transformed result is computed from these intermediate values as follows.


f0j = e0j + e3j,   j = 0..3		(8-272a)


f1j = e1j + e2j,   j = 0..3		(8-273a)


f2j = e1j – e2j,   j = 0..3		(8-274a)


f3j = e0j – e3j,   j = 0..3		(8-275a)


The bitstream shall not contain data that results in any value of fij that exceeds the range of integer values from –215 to 215–1, inclusive.


Then, each (horizontal) row of the resulting matrix is transformed using the same one-dimensional inverse transform as follows.


A set of intermediate values is computed as follows.


gi0 = fi0 + fi2,   i = 0..3		(8-268b)


gi1 = fi0 – fi2,   i = 0..3		(8-269b)


gi2 = ( fi1 >> 1 ) – fi3,   i = 0..3		(8-270b)


gi3 = fi1 + ( fi3 >> 1 ),   i = 0..3		(8-271b)


The bitstream shall not contain data that results in any value of gij that exceeds the range of integer values from –215 to 215–1, inclusive. 


Then the transformed result is computed from these intermediate values as follows.


hi0 = gi0 + gi3,   i = 0..3		(8-272b)


hi1 = gi1 + gi2,   i = 0..3		(8-273b)


hi2 = gi1 – gi2,   i = 0..3		(8-274b)


hi3 = gi0 – gi3,   i = 0..3		(8-275b)


The bitstream shall not contain data that results in any value of hij that exceeds the range of integer values from –215 to 215–33, inclusive.


[Ed. Note: Equation numbering problems above, and gap in equation numbers here.]


After performing both the one-dimensional vertical and the one-dimensional horizontal inverse transforms to produce an array of transformed samples, the final reconstructed sample residual values shall be derived as


�����EMBED Equation.3���		(8-278)


[Ed. Note: It would be best to also not use the symbol x in the above equation, as it is used for spatial location and for subscript indexing elsewhere.  There is also no good reason for the double prime.]


[Ed. Note: Subclauses 8.5.4 through 8.5.8 use i and j indices.  Subclauses 8.5.1 through 8.5.3 and subclause 8.5.9 use y and x indices for the same thing (in some cases using different indices for in different subclauses for the same arrays).  Either all of the i and j indices in this subclause should be changed to y and x indices, as that is what is used for spatial location elsewhere within 8.5, or i and j should also be used in of the other subclauses of subclause 8.5.]


Discussion of problem:


The wording change for the input description of 8.5.8 is to specify the size of the array precisely.  


The corrections of m and n to i and j appear to be an obvious typographical errors.


Regarding the use of primes in Equation 8-277 and the right-hand side of 8-278: Since primes are not used in Equations 8-273 through 8-276 (and since priming is not used to symbolize a transition between the two-dimensional coordinates of Equation 8-268 and the one-dimensional coordinates of Equations 8-269 through 8-272), the use of primes in Equation 8�277 seems to indicate (incorrectly) that what is coming out of Equations 8-269 through 8-272 is something different than what is going into Equation 8�277.  That is not the case.


Open issues: See the three remarks formatted as "[Ed. Note: … ]" above.


US Experts: Agreed.  JVT: OK.  Done.


Item � SEQ CorrItem \* ARABIC �18�) Notational confusion in subclause 8.5.9


Error report by: Gary Sullivan, April 18, 2003


Suggested correction: Replace uses of x'' with u in subclause 8.5.9.


Discussion of problem: Despite the use of x'' in this subclause to denote a block of sample values, u rather than x appears in the right-hand side of Equations 8-279 through 8-284 and u (from the left-hand side of Equation 8-247) rather than x'' (from the left-hand side of Equation 8-278) is the input to subclause 8.5.9.


US Experts: Agreed.  JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �19�) Typos in filtering process for block edges 8.7.1


Error Reported by: Lowell Winger, Shawn Zhong, April 24, 2003


Discussion of problem: Equations (8-318), (8-319), (8-322) and (8-323) have typos


Suggested Correction: Replace them by


qi = s'[ xP + xEk, yP + dy * ( yEk + i ) - (yEk %2)]	(8-318)


pi = s'[ xP + xEk, yP + dy * ( yEk - i - 1 ) - (yEk %2)] ]	(8-319)





s'[ xP + xEk, yP + dy * ( yEk + i ) - (yEk %2)]] = q'i 	(8-322)


s'[ xP + xEk, yP + dy * ( yEk - i - 1 ) - (yEk %2)]] = p'i	(8-323)


Open issue: Double check the math


US Experts: Agreed. THERE ARE EXTRA CLOSING BRACKETS IN (8-319), (8-322), (8-323).  JVT: Also some fonts should be subscript font.  OK.  Done.


Item � SEQ CorrItem \* ARABIC �20�) Field vertical edge condition for boundary filtering strength equal to 4 in subclause 8.7.2.1


Error report by: Ajay Luthra, April 11, 2003


Discussion of problem: The text in 8.7.2.1 says that bS equal to 4 shall be the output when


"MbaffFrameFlag is equal to 1, verticalEdgeFlag is equal to 1, and either of the macroblocks containing samples p0 and q0 is coded using an Intra macroblock prediction mode".


What happens for field pictures got omitted in editorial restructuring.


Suggested correction: Replace quoted phrase by


"MbaffFrameFlag is equal to 1 or field_pic_flag is equal to 1, and verticalEdgeFlag is equal to 1, and either of the macroblocks containing samples p0 and q0 is coded using an Intra macroblock prediction mode".


Open issues: None.


US Experts: Agreed.  JVT: (A field pictures should "act like" an MBAFF frame in which all MBs are field MBs.)  OK. Done.


Item � SEQ CorrItem \* ARABIC �21�) Clarity of internal edge condition for boundary filtering strength equal to 3 in subclause 8.7.2.1


Error report by: Ajay Luthra, April 13, 2003


Discussion of problem: The text in 8.7.2.1 says that bS equal to 3 shall be the output when


“mixedModeEdgeFlag is equal to 1, verticalEdgeFlag is equal to 0, and either of the macroblocks containing samples p0 and q0 is coded using an Intra macroblock prediction mode"


The statement above could possibly be interpreted to mean that this applies only when p0 and q0 are in different macroblocks. This condition also applies for all the internal edges.


Suggested correction: Replace it by


“mixedModeEdgeFlag is equal to 1, verticalEdgeFlag is equal to 0, and either of the samples p0 and q0 is in a macroblock coded using an Intra macroblock prediction mode"


Open issues: None.


US Experts: Agreed.  JVT: The correction is actually most necessary when mixed mode flag is 0 (this is the only case where the edge may be an internal edge).  For language consistency, change in all four places where the phrasing appears. Done.


Item � SEQ CorrItem \* ARABIC �22�) Typo in omission of need to check only LSB in subclause 9.3.3.1.1.9


Error report by: Toshi Horie, April 21, 2003


Discussion of problem: When checking a bit in the coded block pattern, a masking operation is needed to indicate that only one bit is being checked.


Suggested correction: 


"The variable transBlockN is derived as follows. 


-        If mbAddrN is available, the macroblock mbAddrN is not skipped, mb_type for the macroblock mbAddrN is not equal to I_PCM, and ( CodedBlockPatternLuma >> ( luma4x4BlkIdxN >>2 ) ) is not equal to 0 for the macroblock mbAddrN" 


should be 


"The variable transBlockN is derived as follows. 


-        If mbAddrN is available, the macroblock mbAddrN is not skipped, mb_type for the macroblock mbAddrN is not equal to I_PCM, and ( CodedBlockPatternLuma >> ( luma4x4BlkIdxN >>2 ) ) & 1 is not equal to 0 for the macroblock mbAddrN"


Open issues: None.


US Experts: Agreed.  JVT: OK. Done.


Item � SEQ CorrItem \* ARABIC �23�) CABAC decoding condition for I_PCM mode and slice termination 9.3.3.2.4


Error report by: Yoshihiro Kikuchi, April 23, 2003 


Discussion of problem: The following description in 9.3.3.2.4 Decoding process for binary decisions before termination is not sufficient for I_PCM mode. 


“If codIOffset is larger than or equal to codIRange, a value of 1 is assigned to binVal, no renormalization is carried out and CABAC decoding is terminated. In such a case, the last bit inserted in register codIOffset is rbsp_stop_one_bit.”


Suggested correction: 


Kikuchi-san suggests to change it to “If codIOffset is larger than or equal to codIRange when decoding end_of_slice_flag, a value of 1 is assigned to binVal, no renormalization is carried out and CABAC decoding is terminated. In such a case, the last bit inserted in register codIOffset is rbsp_stop_one_bit.”


Lowell Winger responds as follows.


The suggested correction implies that the entire statement is only valid 'when decoding end of slice flag', when in fact it appears that the first part of the statement must be valid BOTH when decoding end_of_slice_flag, AND when decoding the bin of mb_type that specifies the I_PCM macroblock type.


I would suggest the following correction, as the 2nd part of the statement seems to be informative in nature, but Detlev and/or Kikuchi-san should confirm:


-          If codIOffset is larger than or equal to codIRange , a value of 1 is assigned to binVal, no renormalization is carried out and CABAC decoding is terminated. 


 NOTE - When decoding end_of_slice_flag, the last bit inserted in register codIOffset is rbsp_stop_one_bit.


Open issues: Check with other experts


US Exters: (Feng Chi Wang, Conexant) Disagree with Kikuchi-san and agree with Lowell.  JVT: Detlev agreed with Lowell.  So does Frank/TK, but they indicate it should not be a note.  Done (not a note).


Item � SEQ CorrItem \* ARABIC �24�) Subclause A.3 Level 1


Error report by: DVB AVC, March 31, 2003


Discussion of problem: An incoming liaison statement from DVB AVC dated 25 March, 2003 states as follows "We wish to incorporate H.264/AVC in the DVB suite of specifications by direct reference to Profiles and Levels defined by ITU-T and ISO/IEC.  However, we must express concern that there is not currently a Level that supports good quality video at low resolution.  Specifically, we would request that consideration is given to either increasing the maximum bit-rate for Level 1 from 64kbit/s to 128kbit/s or else introducing a new Level for QCIF resolution at up to 128kbit/s."


Suggested correction: Correct MaxBR for level 1 from 64 to 128 and also double MaxCPB for level 1 (from 175 to 350), causing modification of two entries of Table A-1.


Open issues: Hypothetically, there are several ways to approach the disappointment expressed by DVB AVC over the bit rate of level 1 being inadequate in their view:


–	Consider it as a need for correction of the existing level 1 bit rate


–	Consider it as a need for correction to add a level "1.05" or "1b" between level 1 and level 1.1 (and specify a special value of level_idc to correspond)


–	Consider it as a need for correction to add a level 1.1 per above and renumber levels 1.1 through 1.3 to become levels 1.2 through 1.4.


–	Consider it as a need for an amendment (approved on a slower schedule to be determined) to add a level "1.05" or "1b" between level 1 and level 1.1 per above (and specify a special value of level_idc to correspond)


Take no action on the specification and respond to DVB AVC that level 1.1 is capable of operation at QCIF resolution at a bit rate up to 192 kbps (times 1.2 for Type II HRD conformance), and consider this an adequate response to fulfill the expressed need (although the current level 1.1 may be somewhat over-provisioned relative to the request in terms of its MaxMBPS, MaxDPB, MaxCPB, MaxVmvR, and MinCR).





US Experts: Take no action unless a strong motivation and support is shown in JVT’s Geneva meeting


JVT: Although we would like to be able to respond affirmatively to a request from an important "customer" organization, we do not believe we have the ability to make a change to the drafted level capability or to insert an additional level at this stage of the approval process.  Concerned parties should be informed that either level 1.1 should be used, or we will entertain a request to add a level in a future amendment (which can be made in a backward-compatible way by use of reserved constraint set bits).


Item � SEQ CorrItem \* ARABIC �25�) Constraints on tai(n) and relation to Equations C-14, C-15, C-16


Error report by: Natan Peterfreund, March 31, 2003; Mark Veltman, April 18, 2003


Discussion of problem: 


The value of tai(n) for the first access unit of a new buffering period seems to be insufficiently constrained.  As Equation C-3 is not applied to this access unit, it seems possible for tai(n) to end up being less than taf(n-1), which is obviously not intended (bits for a new picture cannot start arriving before all bits of the previous pictures in decoding order have arrived).


Equation C-14 is wrong and needs to be removed.  The equation is not normative (it is part of a "Note" and prefixed by "should" rather than "shall").  However, this equation that was originally in the text was replaced by Equations C-15 and C-16 but was not deleted by a mistake.


Suggested correction: 


Veltman proposed addition of the following constraint immediately after Equation C-5:


"Furthermore in this case tai(n) is constrained as follows:


  tai(n) >=  Max( taf( n - 1 ), tai,earliest( n ) ) (C-5b)."


Peterfreund responded proposing converting Equations C-15 and C-16 to become a new normative condition as follows:


"Initial arrival time consistency: For first access unit n, with n>0, following a buffering perriod SEI message, the initial_cpb_removal_delay shall be constrained as specified in the following equations:


If cbr_flag[ ....] is equal to 0,


 ..................................................              (C-15)


Otherwise (cbr_flag[...] is equal to 1),


....................................................             (C-16) "





Equation C-14 should be removed (the phrase "three equations" that precedes equation C-14 should be changed as necessary).


Open issues: Need to conclude on the right correction (probably the Peterfreund solution?).  Since the timescale used may not be an integer divisor of 90000, we need to consider whether some adjustment of equations C-15 and C-16 is necessary if they are to be made normative  (since equality may not be possible in general for some timescales).  Not sure what to do about the equation numbers.  


US Experts: Equation (C-14) should be removed. Agree with Natan’s input. JVT: Agree to removal of C-14.  However making the equations normative causes a clock accuracy mismatch problem, so correct CBR case for accuracy tolerance and possibly add note regarding accuracy issue. Use tr,n rather than tr. Done.


Item � SEQ CorrItem \* ARABIC �26�) Subclause C.4 range of rates for interpolative scheduling


Error report by: Gary Sullivan, April 3, 2003 (approximate)


Discussion of problem: This appears to be an obvious typographical (cut-and-paste) error.


Suggested correction: 


Change


"BitRate[ SchedSelIdx - 1 ] <= r <= BitRate[ SchedSelIdx - 1 ]"


to


"BitRate[ SchedSelIdx – 1 ] <= r <= BitRate[ SchedSelIdx ]".


Open issues: None.


US Experts : Agreed. 


JVT: OK.  Done.


Item � SEQ CorrItem \* ARABIC �27�) Subclause C.4 normative use of VUI parameter for output order conformance definition


Error report by: Daniel Perez, April 4, 2003


Discussion of problem: Annex C seems to use the VUI parameter max_dec_frame_buffering for a normative output order conformance definition, but VUI parameters are described in Annex E as not being necessary for output order conformance.  It would be possible for a decoder to use MaxDpbSize instead of max_dec_frame_buffering, but this would cause a difference in decoder output in the case of an IDR picture with with no_output_of_prior_pics_flag equal to 1.


Suggested correction: Possibly, the use of max_dec_frame_buffering in Annex C should be changed to use MaxDpbSize instead.


Open issues: The proposed solution should be examined closely.  Need text.


US Experts : max_dec_frame_buffering can be less than MaxDpbSize and the suggested correction is incorrect. Need more clarification with suggested text.  


JVT: Clarified that this applies only to output order conforming HRD conformance check (not bitstream or output timing conformance). Suggested correction agreed for output order conforming HRD only.  Done.


Item � SEQ CorrItem \* ARABIC �28�) Subclause C.4 effect of end of stream NAL unit on bumping decoder


Error report by: Teruhiko Suzuki, April 18, 2003


Discussion of problem: The behaviour of the "bumping decoder" at the end of a NAL unit stream is not specified to output the pictures remaining in the DPB.


Suggested correction: Possibly, when an end of stream NAL unit is encountered or when the end of a NAL unit stream is determined by unspecified means, all pictures remaining in the DPB should be required to be output for output order conformance.


Open issues: Would this conflict with the statement that an end of stream NAL unit has no normative decoding process? Should it instead be acceptable not to output these pictures? 


US Experts : Disagree with the concept of defining decoder behaviour. This is an encoding management issue and should be managed in the bitstream.  


JVT: Output order conformance is intended to be the lowest level of conformance and the suggested change would conflict (at least in spirit) with the statement that an end of stream NAL unit has no normative decoding process.  No action taken other than clarification to ensure no implication that that decoder shall not output additional pictures if desired.  Done.


Item � SEQ CorrItem \* ARABIC �29�) Impact of large quantity of SPS and PPS data prior to buffering period SEI messsage on sequence transitions in C.1.1


Error report by: Gary Sullivan


Discussion of problem: There are sufficient constraints on NAL unit order and access unit structure to prevent large quantities of data from preceding a buffering period SEI message within its access unit, with one exception.  That exception is the allowance of a large quantity of sequence parameter set (SPS) and picture parameter set (PPS) data (caused e.g., by repetitions).  The transition of buffer size and bit rate specified in C.1.1 takes effect in response to a buffering period SEI message, but since the quantity of data that precedes that SEI message is not limited, the NAL unit stream cannot (by itself) provide a quick indication of the need to change these aspects of HRD operation.  As a result, a decoder would need to effectively 1) process SPS and PPS data as it arrives so that it doesn't really need to flow into its incoming CPB, or 2) get some indication of the change of buffering behaviour from the scheduler by external means, or 3) significantly overprovision its input buffer to allow for the extra data flow prior to the indication of a change.


Suggested correction: Consider whether there is a need to limit the quantity of SPS and PPS data that can precede a buffering period SEI message within an access unit.


Open issues: There may be no need for action if we assume a scheduler will always take care of the need to provide the indication to the decoder by external means or that decoders will have no need to really buffer incoming SPS and PPS data.


US Experts : No need for constraints as we already limit SPS to 32 and PPS to 256. This management should be done in the bitstream by encoding systems.  


JVT: There is actually not a limit of 32 SPS and 256 PPS, as the same ID can be used multiple times (US Experts seem to agree on this).   However, no action determined to be needed, as 1) information provided by a system (when available) can aid in determining the necessary buffer size, 2) Annex A imposes a maximum limit, and 3) decoders can be designed to avoid the need to actually store all of this data in an incoming CPB.  Done.


Item � SEQ CorrItem \* ARABIC �30�) Semantics of pic_struct missing from D.2.2


Error report by: Aharon Gill (also someone else)


Discussion of problem: A two-sentence paragraph containing the beginning of the semantics of the pic_struct syntax element seems to have been accidentally deleted during editing.


Suggested correction:


Insert the following paragraph just before the "NOTE" that precedes Table D-1.


pic_struct indicates whether a picture should be displayed as a frame or one or more fields, according to Table D-1. Frame doubling (pic_struct equal to 7) indicates that the frame should be displayed two times consecutively, and frame tripling (pic_struct equal to 8) indicates that the frame should be displayed three times consecutively.


Open issues: None.


US Experts : Agreed.  JVT: OK.  Done.


Item � SEQ CorrItem \* ARABIC �31�) Flags in subclause E.2.1


Error report by: Aharon Gill and Sam Narasimhan


Discussion of problem: Subclause E.2.1, semantics of nal_hrd_parameters_present_flag and vcl_hrd_parameters_present_flag:


The semantics of VclHrdBpPresentFlag,  NalHrdBpPresentFlag and CpbDpbDelaysPresentFlag may need clarification to distinguish which info is needed and for what purpose (bitstream conformance check, decoder conformance check, conformant decoder operation), to distinguish when NAL unit presence in the bitstream is required or not, and when a NAL unit is present in the bitstream, if for certain of its syntax elements presence in the bitstream are required or not.


Suggested correction: This item not yet fully studied.


Open issues: This item not yet fully studied.


US Experts : Agreed to fully study this. May be put into JVT conformance part.  


JVT: No action determined to be needed.  Done.


Item � SEQ CorrItem \* ARABIC �32�) Lack of default for length parameters in subclause E.2.1


Error report by: Aharon Gill and Gary Sullivan


Discussion of problem: In subclause E.2.1, the last four HRD parameters, which specify the length of other syntax elements, have no default values.  Thus, if the HRD parameters are not present, there is no way to parse some other data (such as picture timing SEI messages).


Suggested correction: Supply default values for these parameters.


Open issues: This item not yet fully studied.


US Experts : In some applications (such as carriage over MPEG-2) the exact structures of the SEI is not used and hence this is not an issue. For applications that want to use the exact structures and deliver them out of band, this may be an issue and we agree with the recommendation to define default values when nal_hrd… flags are set to ‘0’. Note that the same problem exists for conveying low_delay_flag. The default size of the delay fields needs to be well thought out.


JVT: Specified a default value (24 bit lengths) for these four parameters to apply only when the values are not present (and cannot be determined by any means, including by unspecified means).  No action determined to be needed regarding low_delay_flag.  Done.


Item � SEQ CorrItem \* ARABIC �33�) Comments from Nokia


Error report by: Miska Hannuksela of Nokia, April 28, 2003


Discussion of problem: Nokia has provided errata comments to tsbsg16@itu.int that should be considered in the last call process.  Although we have considered other last call comments in the preparation of this submission, we have not yet been able to review the Nokia comments in detail or to check to make sure those comments have been properly and formally submitted and accepted as last call comments. If necessary to get the Nokia comments adequately considered, we hereby incorporate those comments as a fourth section of this document.


Suggested correction: Consider the Nokia comments and make correction as necessary to adequately address any errors identified in them.  This should not be taken as a suggestion to adopt the corrections suggested by Nokia as-is or to consider all Nokia comments valid items requiring action, but rather as a request to ensure that those comments are adequately considered and addressed as necessary.


Open issues: The problems reported by Nokia and the changes suggested to respond to them have not yet been studied in detail by the author.


US Experts: Did not reviewed this Item.  JVT: See review of JVT-H011.


Item 34) Definition of Neighbours in Table 6-4 and the Deblocking 8.7.1


Error report by: US Experts


Discussion of problem: Subclause 6.4.8.2 and Table 6-4 define the neighbouring luma locations in MBAFF frames. However the table is correct only when yN is >= -1 (which is the case for Intra Prediction). However, in deblocking process neighbours with yN <= -2 are used. In that case if someone starts to use the neighbours defined in Table 6.4 then wrong results will be obtained.


Suggested correction: Either explicitly state in subclause 6.4.8.2  that these definitions and Table 6.4 are used only for Intra prediction with yN >= - 1 and are not used for deblocking in subclause 8.7., or correct the Table 6.4 so that it correctly defines neighbours for yN <= -2. Preferred method is to do the former.


JVT: New item not in JVT-H010.  Table 6.4 is not intended to be used for deblocking (not used for yN <= -2).  It is used for intra prediction (and maybe CABAC).  The term "neighbour" is not used in the deblocking filter process, and neither the table nor the subclause containing the table is invoked for deblocking.  No action necessary. Done.





SECTION II: CHANGES THAT MAY ALSO BE NICE TO CONSIDER


This section primarily from: Aharon Gill


Subclause 0.5, 2nd par.: Change “The expected encoding algorithm (not specified in this Recommendation | International Standard) selects between inter and intra coding for block-shaped regions of each picture.”, to “Encoding algorithms (not specified in this Recommendation | International Standard) may select between inter and intra coding e.g. for block-shaped regions of each picture.”. Done (slightly different).


Subclause 0.6: At the end add the following sentence “Examples which appear in the normative text (and not in NOTES or informative subclauses), are normative.”. No.


Subclause 3, 1st. par.: Add an explanation of the usage of italics font in this subclause. No.


Subclause 3.8.: “binary representations” is in italics font but there is no definition for that term. OK. Done.


Subclause 3.71: Shinya Kadono reports that the wording of this definition may need improvement. Done.


Subclause 3.101: Add “(as decided by the encoder)” after “approximate representation”. No.


Subclause 5.4, last two operators: Change “positive values of y” to “positive integer values of y”. Yes.


Subclause 5.7: The function defined by Equation 5-9 appears not to be used in the text. No (frightened it may be used in non-searchable part of document, such as a figure or object-style equation box, and it seems to do no real harm).


Clause 6: Change the caption from “Source, coded, decoded, output data formats, scanning processes, and neighbouring relationships” to “Source, coded, decoded and output data formats, scanning processes, and neighbouring relationships”. OK. Done.


Subclause 6.1, 3rd. par.: Change “The byte stream format can be constructed from the NAL unit stream format …” to “The byte stream format (when used) is constructed from the NAL unit stream format …”. No.


Subclause 6.2:  In the two sentences “The nominal vertical and horizontal relative locations of luma and chroma samples …” change “nominal” to “default”. No.


Subclause 6.4.4: Change the caption from “Derivation process of the availability for macroblock addresses” to “Derivation process of the availability for a macroblock with a given address”. No.


Subclause 7.2: The par. About Categories may benefit from clarification. Same for subclause 7.4.1, semantics of nal_unit_type. No.


Subclause 7.4.1, 2nd. par.: Change the sentence “Some form of demarcation of NAL unit boundaries is necessary to enable inference of NumBytesInNALunit.” to  “If the value is not available to the decoder by means outside of this Recommendation | International Standard, some form of demarcation of NAL unit boundaries is necessary to enable inference of NumBytesInNALunit.”. No.


Subclause 7.4.1, semantics of nal_unit_type: There may be possible confusion about “reserved” and “unspecified” NAL unit types. First, we could further clarify, in the text, that “reserved” is for future use of the committee and “unspecified” is for applications and the committee will not use it in the future. Second, we could further clarify (for “reserved” and “unspecified” separately) that these cannot normatively affect the decoding process for currently-defined profiles, and the text should state that a conformant decoding process should or may discard these NAL units. OK. Done.


The current text says “Decoders [The decoding process would be better] shall ignore (remove from the bitstream and discard) the contents of all NAL units that use reserved values of nal_unit_type.”. This means that all future usages of reserved NAL unit types will not affect decoding. I am not sure this is our intention.  OK. Done.


The current text says “NOTE – NAL unit types 0 and 24..31 [which are of the “unspecified” type] may be used as determined by the application”, which can be understood that they can affect the decoding process. I am not sure this is our intention. OK. Done.


Subclause 7.4.1, semantics of emulation_prevention_three_byte: Change “When an emulation_prevention_three_byte is present in the NAL unit, it shall be discarded.” to “When an emulation_prevention_three_byte is present in the NAL unit, it shall be discarded by the decoding process.”. Yes.


Subclause 7.4.1 semantics of nal_unit_type: Although it is stated that no decoding process is specified in the text for NAL units with values of nal_unit_type listed as "unspecified", there may be a need for further clarification that no external definition of a use of such NAL unit types can affect the normative decoding process that is specified in the text (e.g., that the decoding process defined in this specification shall discard such NAL units – at least as far as normative behaviour is concerned). Fixed.


Subclause 7.4.1 semantics of nal_unit_type: Is there a need to clarify that some reserved nal_unit_type values (and other reserved syntax element values) that are discarded for current profiles may be used in the normative decoding process for future not-yet-defined profiles (and that the syntax may change for existing nal_unit_type values for future not-yet-defined profiles), or is that obvious? Resolved.


Subclause 7.4.1.2.1: Change “A picture parameter set RBSP shall be available to the decoding process prior to its activation.” to “A picture parameter set RBSP (with that particular value of pic_parameter_set_id) shall be available to the decoding process prior to its activation.”. OK. Done.


Subclause 7.4.1.2.1: Change “A sequence parameter set RBSP shall be available to the decoding process prior to its activation.” to “A sequence parameter set RBSP (with that particular value of seq_parameter_set_id) shall be available to the decoding process prior to its activation." OK. Done.


Subclause 7.4.1.2.2: The text says “A coded video sequence consists of one or more access units.”. It may be good to clarify that the coded video sequence cannot contain anything else (e.g., NAL units not assigned to access units) if the phrase "consists of" is not sufficiently clear. No.


Subclause 7.4.2.2, semantics of slice_group_change_rate_minus1: The text mentions “the size of a slice group can change from one picture to the next”, but this term is not defined. Also, what happens if one picture is a coded field and the other is a coded frame? Sufficiently clear if read carefully in context. No.


Subclause 7.4.2.2, semantics of constrained_intra_pred_flag: The text says “equal to 0 specifies that intra prediction allows usage of neighbouring inter macroblock residual data and decoded samples for the prediction of intra macroblocks, whereas constrained_intra_pred_flag equal to 1 specifies constrained intra prediction, where intra prediction only uses residual data and decoded samples from I or SI macroblock types.”. The term “inter macroblock” does not appear anywhere in the text. The term “intra macroblock” is used only in one more place in the text, but not as a definition. On the other hand the terms “Intra macroblock prediction mode” and “Inter macroblock prediction mode” are used several times in the text. Fixed.


Subclause 7.4.3, semantics of pic_order_cnt_lsb: The text says “specifies the picture order count coded in modulo MaxPicOrderCntLsb arithmetic …”. The meaning should be clarified.  Also, in the sentence “The size of the pic_order_cnt_lsb variable …” change “variable” to “syntax element”. Fixed.


Subclause 7.4.3: (Lowell Winger) Change “slice_alpha_c0_offset_div2” to “slice_alpha_tc0_offset_div2” in  the entire document to align it with the nomenclature used in subclause 8.7.2.3. No.


Subclause 7.4.5, semantics of mb_qp_delta: Change “where QPY,PREV is the luma quantisation parameter, QPY, of the previous macroblock in the current slice.” to “where QPY,PREV is the luma quantisation parameter, QPY, of the previous macroblock, in decoding order, in the current slice. Please check all other occurrences in the text of  “previous” and “next”.  OK.  Done.


Subclause 8.2.1: Change “if( picX is a frame or a complementary field pair ) PicOrderCnt( picX ) = Min( TopFieldOrderCnt, BottomFieldOrderCnt ) of complementary field pair picX” to “if( picX is a frame or a complementary field pair ) PicOrderCnt( picX ) = Min( TopFieldOrderCnt, BottomFieldOrderCnt ) of the frame or complementary field pair picX”. Fixed.


Subclause 8.2.4.2.2: Change “Output of this process is reference picture list RefPicList0.” To “Output of this process is initial reference picture list RefPicList0.”. Fixed.


Subclause 8.2.4.2.3: The text says” When the reference picture list RefPicList1 has more than one entry and it is identical …”, it is not clear if  “it” refers to the “list” or to the “one entry”? Same for list 1 in subclause 8.2.4.2.4. Fixed.


Subclause 8.2.5, 3rd. par.: Change ““Frames or complementary reference field pairs marked as “used for short-term reference” or as "used for long-term reference" can be used as a reference for inter prediction when decoding a frame until the frame or one of its constituent fields is marked as “unused for reference”.”” to ““Frames or complementary reference field pairs marked as “used for short-term reference” or as "used for long-term reference" can be used as a reference for inter prediction when decoding a frame until the frame, a reference complementary field pair, or one of its constituent fields is marked as “unused for reference”.””. Fixed.


Subclause 8.4.1.2.3 (from Anthony Joch): 3rd NOTE.: Change “the inter prediction sample values in larger units that 4x4 luma sample blocks.” to “the inter prediction sample values in larger units than 4x4 luma sample blocks.” OK. Done.


Subclause 8.4.2.1 (from Anthony Joch): Delete extraneous phrase “(equal to SL of )” from “The output reference field or field of a reference frame consists of a (PicWidthInSamplesL)x(PicHeightInSamplesL) array of luma samples refPicLXL (equal to SL of ) and two (PicWidthInSamplesC)x(PicHeightInSamplesC) arrays of chroma samples refPicLXCb and refPicLXCr.” OK. Done.


Repetition of words in 8.4.2.3 (Mike Nilsson, 4/23/03) – remove duplication of “with the same inputs and outputs as the process described in this subclause.” OK. Done.


Subclause 8.7: (from Lowell Winger) In “1. The variables fieldModeMbFlag, filterInternalEdgesFlag, and filterTopMbEdgeFlag are derived as follows” filterLeftMbEdgeFlag is missing. The same is true in “2. Given the variables fieldModeMbFlag, filterInternalEdgesFlag, and filterTopMbEdgeFlag the deblocking filtering is controlled as follows.” OK. Done.


Subclause 8.7.2.1: (from Lowell Winger) In conditions for determining boundary strength equal to 1, some concern was expressed over the clarity of the phrase "different reference pictures or a different number of reference pictures".  Anthony Joch indicates that one possible improvement is to change the second bullet item to "mixedModeEdgeFlag is equal to 0 and the set of reference pictures referred by the reference indices of the partition containing sample p0 is not identical to the set of reference pictures referred by the reference indices of the partition containing sample q0."  Joch also expresses some uncertainty over whether it is clear that if p0 and q0 are referencing different fields of the same coded frame, this is considered to be referencing different pictures.  Although this aspect may be OK given the language of 8.4.2.1 (and maybe elsewhere), it may be a good idea to double-check. No.


Subclause 9.3.2: Change “Associated with each binarization or binarization part is a specific value of the context index offset (ctxIdxOffset) variable …” to “Associated with each binarization or binarization part of a syntax element is a specific value of the context index offset (ctxIdxOffset) variable …”. Yes.


Annex C: Change “Figure C-1 shows the types of HRD conformance checks.” to “Figure C-1 shows the types of bitstream conformance points.”. Fixed.


Subclause C.2, 1st. par.: Change “Prior to initialisation, the DPB is empty.” to “Prior to initialisation, the DPB is empty and DPB fullness is set to 0.”. Yes.


Subclause C.4, interpolated schedules: Is the effect of SPS change sufficiently clear? No action taken.


Subclause E.2.2, semantics of cpb_size_value_minus1[ SchedSelIdx ]: Change “define” to “specify”. OK. Done.





SECTION III: VERY LOW PRIORITY (e.g., inserting commas)


This section primarily from: Aharon Gill


Subclause 0.5.1, 2nd. Par.: In the sentence “Inter coding (predictive or bi-predictive) is more efficient using inter prediction…”, add comma after “efficient.


Subclause 0.5.4, 2nd. Par.: In the sentence “After quantisation many of the transform coefficients are zero or have low amplitude…”, add comma after “quantisation”.


Subclause 0.6, 2nd. Par.: In the sentence “See subclauses 7.1 -7.3 for syntactical order…”, change 7.1 – 7.3” to “7.1 to 7.3”.


Subclause 3.12: In the sentence “… one or more coded video sequence.”, change “sequence” to “sequences”. Yes.


Subclause 3.70: Delete the last sentence as it is redundant.


Subclause 5.8, 2nd. Par.: In the sentence “In some cases the syntax tables may use the …” add a comma after “cases”.


Subclause 7.2: In the sentence “In these cases, the left descriptors apply …” change “descriptors” to “descriptor”.


Subclause 7.4.1.2.5: Delete “of an IDR picture” (twice) and “of a non-IDR picture” (thrice) as they are redundant.


Subclause 7.4.2.2, semantics of constrained_intra_pred_flag: Change “…prediction of intra macroblocks, whereas constrained_intra_pred_flag equal to 1 specifies …” to “prediction of intra macroblocks. constrained_intra_pred_flag equal to 1 specifies …”. Yes.


Subclause 7.4.5, semantics of mb_type: Change “The mb_type value 0 is specified in Table 7-9 and the mb_type values 1 to 26 are specified in Table 7-8, …” to “mb_type value 0 is specified in Table 7-9 and mb_type values 1 to 26 are specified in Table 7-8, …”.


Subclause 8.2.4.2.3: Change “For B slices, the order of short-term reference pictures …” to “The order of short-term reference pictures …”, as the pre-condition is redundant.


Subclause 8.2.4.2.3: Change “- The Long-term reference frames and long-term …” to “- Long-term reference frames and long-term …”. Also, change “The reference picture list RefPicList1 is ordered so …” to “Reference picture list RefPicList1 is ordered so …”. Also, change “When the reference picture list RefPicList1 has …” to “When reference picture list RefPicList1 has …”.


Subclause 8.2.4.3.1, 1st. par.: Change “Outputs of this process are a possibly modified reference picture list RefPicListX (with X being 0 or 1) and …” to “Outputs of this process are a possibly modified reference picture list RefPicListX (with X being 0 or 1, respectively) and …”. Similar in subclause 8.2.4.3.2. No.


Subclause 8.2.5.4, 2nd. Par.: Change “The memory_management_control_operation command with value of 0 specifies …” to “memory_management_control_operation command with value of 0 specifies …”.


Subclause 8.3, 2nd. Par.: Change “Inputs to this process are constructed samples prior to the deblocking filter process from neighbouring macroblocks and …” to “Inputs to this process are constructed samples prior to the deblocking filter process from neighbouring macroblocks, and …” (comma removal) No.


Subclause 9.1: Change “Outputs of this process are syntax elements.” to “Outputs of this process are syntax element values.”. Yes.


Subclause 9.3.2.5: Change “… the binarization is given by concatenating the prefix b0 and the suffix bit string as specified in Table 9-26 for macroblock type in I slices indexed by subtracting 1 …” to “… the binarization is given by concatenating the prefix b0 and the suffix bit string as specified in Table 9-26 for macroblock type in I slices, indexed by subtracting 1 …”. Also, change “The bin string for I macroblock types in P and SP slices corresponding to mb_type values 5 to 30 consists …” to “The bin string for I macroblock types in P and SP slices, corresponding to mb_type values 5 to 30, consists …”.


Subclause 9.3.3.1: Change “The ctxIdx to be used with a specific binIdx is specified by first determining the ctxIdxOffset associated with the given bin string or part thereof.” to “ctxIdx to be used with a specific binIdx is specified by first determining the ctxIdxOffset associated with the given bin string or part thereof.”. Also, change “If the ctxIdxOffset is listed in Table 9-29, …” to “If ctxIdxOffset is listed in Table 9-29, …”.


Subclause A.3.1, item (h): “DPBSize” would be better than “DPB size”.


Subclause A.3.1, item (i): In the sentence  “… 1000 * MaxCPB for at least one value of SchedSelIdx, where …”, delete “for at least one value of SchedSelIdx” as it is redundant. Similar for item (j). 


Annex C, 2nd. Par.: Change “The first such type of bitstream, called Type I bitstream, is a NAL unit stream containing only the VCL NAL units and filler data NAL units for all access units in the bitstream.  The second type of bitstream, called a Type II bitstream,  …” to “The first type, called Type I bitstream, is a NAL unit stream containing only the VCL NAL units and filler data NAL units for all access units in the bitstream.  The second type, called a Type II bitstream, …”. 








_______________
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