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1 Rate Control

This section presents the rate control algorithm with an assumption that there exists a predefined pattern for the order of the coded pictures. The algorithm is used to create the stream satisfying the available bandwidth provided by a channel and is also compliant to hypothetical reference decoder (HRD). It consists of three tightly consecutive components: GOP level rate control, picture level rate control and the optional basic unit level rate control. The basic unit is defined as a group of successive macroblocks in the same frame. When the basic units arise, each shall contain at least a macroblock. 

1.2 GOP level rate control

GOP level rate control calculates the total bits for the rest pictures in this GOP and the initial quantization parameter of instantaneous decoding refresh (IDR) picture and that of the first stored picture.
When the jth picture in the ith GOP is coded, the total bits for the rest pictures in this GOP are computed as follows
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(1) For the first picture in a GOP (i.e. j = 1), the total bits are calculated from the upper formula in (1). f is the predefined coding frame rate. Ni is the total number of pictures in the ith GOP. Ri(j) and Vi(j) are the instant available bit rate and the occupancy of the virtual buffer, respectively, when the jth picture in the ith GOP is coded. 

(2) For other pictures, the total bits are calculated from the bottom formula in (1). bi(j-1) is the actual generated bits in the (j-1) th picture. Considering the case of the dynamic channels, Ri(j) may vary at different frames and GOPs. But, in the case of constant bit rate, Ri(j) is always equal to Ri(j-1). The formula can be simplified as 
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(3) Vi(j) is updated as  
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An initial quantization parameter 
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 is set for the IDR picture and the first stored picture of the ith GOP. 

(1) For the first GOP, 
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 is predefined based on the available channel bandwidth as follows, 


[image: image6.wmf]ï

ï

î

ï

ï

í

ì

>

£

<

£

<

£

=

3

10

3

2

20

2

1

30

1

40

)

1

(

1

l

bpp

l

bpp

l

l

bpp

l

l

bpp

QP

                                     (4)
where   
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Npixel is the number of pixel in a picture. l1=0.15, l2=0.45, l3=0.9 is recommended for QCIF/CIF, and l1=0.6, l2=1.4, l3=2.4 is recommended for the picture size larger than CIF.

(2) For the other GOPs, 
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NP(i-1) is the total number of stored pictures in the (i-1)th GOP, and SumPQP(i-1) is the sum of average picture quantization parameters for all stored pictures in the (i-1)th GOP. It’s further adjusted by 
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is the quantization parameter of the last stored picture in the previous GOP, and L is the number of successive non-stored pictures between two stored pictures. 
1.3 Picture level rate control

The picture level rate control consists of two stages: pre-encoding and post-encoding.

1.2.1 Pre-encoding stage

The objective of this stage is to compute a quantization parameter of each picture. Different methods are proposed for stored and non-stored pictures

1.2.1.1 Non-stored pictures

The quantization parameters for non-stored pictures are computed by a simple interpolation method as follows:

Suppose that the jth and (j+L+1)th pictures are stored pictures and the quantization parameters for these stored pictures are 
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, respectively. The quantization parameter of the ith non-stored pictures is calculated according to the following two cases:
Case 1: When L=1, there is only one non-stored picture between two stored pictures. The quantization parameter is computed by 


[image: image13.wmf]ï

î

ï

í

ì

+

+

¹

+

+

+

=

+

Otherwise

2

)

(

)

2

(

)

(

 

if

 

2

2

)

2

(

)

(

)

1

(

j

QP

j

QP

j

QP

j

QP

j

QP

j

QP

i

i

i

i

i

i

                  (7)
Case 2: when L>1, there are more than one non-stored picture between two stored pictures. The quantization parameters are computed by
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where k =1, …, L, and α is given by 
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The quantization parameter
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is further bounded by 0 and 51.

1.2.1.2 Stored pictures

The quantization parameter of stored picture is computed via the following two steps.
Step 1: Determine target bits for each stored picture. 

(1) Determine the target buffer level for each stored picture in the current GOP.  

A target buffer level is predefined for each stored picture according to the coded bits of the first IDR picture and the first stored picture, and the average picture complexity. After coding the first stored picture in the ith GOP, the initial value of target buffer level is set to, 
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The target buffer level for the subsequent stored picture is determined by 
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where 
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 is the average complexity weight of non-stored pictures. They are computed by  
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When there is no non-stored picture between two stored pictures, Equation (11) is simplified as
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(2) Compute the target bits for the current stored picture. 

The target bits allocated for the jth stored picture in the ith GOP are determined based on the target buffer level (11), the frame rate, the available channel bandwidth, and the actual buffer occupancy of (3) as follows:
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where ( is a constant and its typical value is 0.5 when there is no non-stored picture and 0.25 otherwise. 

Meanwhile, the number of remaining bits should also be considered when the target bit is computed. 
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where 
[image: image25.wmf]r
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 are the number of the remaining stored pictures and the number of the remaining non-stored pictures, respectively. 

The target bits are a weighted combination of 
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where β is a constant and its typical value is 0.5 when there is no non-stored picture and is 0.9 otherwise. 

To conform with the HRD requirement, the target bits are bounded by
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where 
Zi(j) and Ui(j) are computed by
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tr,1(1) is the removal time of the first picture from the coded picture buffer. 
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 is a constant with typical value of 0.9.

Step 2: Compute the quantization parameter and perform RDO. 
The MAD of the current stored picture,
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where a1 and a2 are two coefficients. The initial value of a1 and a2 are set to 1 and 0, respectively. They are updated by a linear regression method similar to that of MPEG-4 Q2 after coding each picture or each basic unit.

The quantization step corresponding to the target bits is then computed by using the following quadratic :


[image: image37.wmf])

(

)

(

)

(

~

)

(

)

(

~

)

(

,

2

,

2

,

1

j

m

j

Q

j

c

j

Q

j

c

j

T

i

h

i

step

i

i

step

i

i

-

´

+

´

=

s

s

                          (21)
where 
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 is the total number of header bits and motion vector bits, 
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The corresponding quantization parameter QPi(j) is computed by using the relationship between the quantization step and the quantization parameter of AVC. To maintain the smoothness of visual quality among successive frames, the quantization parameter QPi(j) is adjusted by 
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The final quantization parameter is further bounded by 51 and 0. The quantization parameter is then used to perform RDO for each MB in the current frame. 

1.2.2
Post-encoding stage

After encoding a picture, the parameters a1 and a2 of linear prediction model (20), as well as c1 and c2 of quadratic R-D model (21) are updated. A linear regression method similar to MPEG-4 Q2 is used to update these parameters.

Meanwhile, the actual bits generated are added to the buffer. To ensure that the updated buffer occupancy is not too high, a number of pictures may be skipped by using the method similar to MPEG-4 Q2. 

1.3 Basic unit level rate control

Suppose that a picture is composed of Nmbpic MBs. A basic unit is defined to be a group of continuous MBs, and consists of Nmbunit MBs, where Nmbunit is a fraction of Nmbpic. If Nmbunit equals to Nmbpic, it would be a picture level rate control, and if Nmbunit equals to 1, it falls back to the macroblock level rate control,
The total number of basic units in a frame, Nunit, is computed by 
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If the basic unit is not selected as a frame, an additional basic unit layer rate control for the stored picture should be added.

Same as the frame layer rate control, the quantization parameters for IDR picture and non-stored pictures are the same for all basic unit in the same picture. It is computed the similar way as that at frame layer provided that 
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 are replaced by the average values of quantization parameters of all basic units in the corresponding picture.

The basic unit layer rate control selects the values of quantization parameters of all basic units in a frame, so that the sum of generated bits is close to the frame target 
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The following is a step-by-step description of this method.

Step 1 Predict the MADs,
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, of the remaining basic units in the current stored picture by model (20) using the actual MADs of the co-located basic units in previous stored picture.

Step 2 Compute the number of texture bits 
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Step 2.1 Compute the target bits for the lth basic unit.

Let 
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Step 2.2 Compute the average number of header bits generated by all coded basic units: 
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where 
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 is the actual number of header bits generated by the lth basic unit in the current stored picture. 
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estimation from all basic units in the previous stored picture.

Step 2.3 Compute the number of texture bits 
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 for the lth basic unit.
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Step 3 Compute the quantization step for the lth basic unit of jth picture in ith GOP by using the quadratic R-D model (21) and it is converted to the corresponding quantization parameter 
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 by using the method provided by AVC. We need to consider the following three cases:
Case 1 The first basic unit in the current frame.


[image: image57.wmf])

1

(

)

(

.

1

-

-

=

L

j

P

Q

j

QP

i

i

                                              (27)

where 
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 is the average value of quantization parameters for all basic units in the previous stored picture.
Case 2 When the number of remaining bits is less than 0, the quantization parameter should be greater than that of previous basic unit such that the sum of generated bits is close to the target bits, i.e.
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where DQuant is 1 if 
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 is greater than 25 and it is 2 otherwise.

To maintain the smoothness of perceptual quality, the quantization parameter is further bounded by 
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Case 3 Otherwise, we shall first compute a quantization step by using the quadratic model (21), and convert it into the corresponding quantization parameter 
[image: image62.wmf])

(

,

j

QP

i

l

. Similar to case 2, it is bounded by
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Meanwhile, in order to maintain the smoothness of visual quality, it is further bounded by (29).
Step 4 Perform RDO for all MBs in the current basic unit and code them by AVC.
Step 5 Update the number of remaining bits, the coefficients of the linear prediction model (20), and those of the quadratic R-D model (21).
To obtain a good trade-off between average PSNR and bit fluctuation, Nmbunit is recommended to be the number of MBs in a row for field coding, adaptive field/frame coding, or MB-AFF coding, and Nunit is recommended to be 9 for other cases.
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