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1. Rate Control
1.1   Introduction 

Rate control in AVC standard is difficult because both rate control and rate-distortion optimization (RDO) will involve the quantization parameters. Specifically, a quantization parameter should be first determined for each MB in the current frame to perform RDO by using the mean absolute difference (MAD) of the current frame or the current macroblock (MB). However, the MAD of the current frame or the current MB is only available after RDO. Here an adaptive rate control algorithm is provided for AVC standard through considering both rate control and RDO by ICT and I2R. In the adaptive rate control scheme, the concept of a basic unit is introduced. The basic unit can be a frame, a slice, or a macroblock. A linear model is used to predict the MADs of the remaining basic units by those of the co-located basic units in the previous frame. The adaptive rate control scheme is designed by taking HRD into consideration, which would meet both VBR and CBR with buffer constraints.
1.2      Technical Description of Rate Control

1.2.1   Basic Unit, Linear Model for MAD Prediction and Quadatic Rate-Distortion Model
Suppose that a frame is composed of Nmbpic MBs. A basic unit is defined to be a group of continuous MBs, and consists of Nmbunit MBs, where Nmbunit is a fraction of Nmbpic. If Nmbunit equals Nmbpic, it would be a frame level rate control, and if Nmbunit equals 1, it falls back to macroblock level rate control,
The total number of basic units in a frame, Nunit, is computed by 
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For example, for QCIF image, Nmbpic is 99, and Nmbunit can be 1, 3, 9, 11, 33, or 99. The corresponding Nunit is 99, 33, 11, 9, 3, and 1, respectively. 

To solve the chicken and egg dilemma between rate control and RDO, a linear model is used to predict the MADs of the remaining basic units in the current frame by using those of the co-located basic units in the previous frame. Suppose that the predicted MAD of the lth basic unit in the current frame and the actual MAD of the lth basic unit in the previous frame are denoted by MADcb (l) and MADpb (l), respectively. The linear prediction model is then given by
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where a1 and a2 are two coefficients. The initial value of a1 and a2 are set to 1 and 0, respectively. They are updated by a linear regression method similar to that for the quadratic R-D model parameters estimation in MPEG-4 rate control after coding each basic unit. 
It is noted that by employing a big basic unit, a high PSNR can be achieved while the bit fluctuation is also big. On the other hand, by using a small basic unit, the bit fluctuation is less severe, but with slight loss in PSNR.
Our quadratic rate-distortion (R-D) model is generalized from that of MPEG 4 by taking the quantization scheme of AVC:   
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where 
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 is the quantization step for the lth basic unit. The relationship between the quantization parameter for the lth basic unit 
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1.2.2 Fluid Flow Traffic Model
A fluid flow traffic model is used to compute the target bits for the current coding frame. Let Ngop denote the total number of frames in a group of picture (GOP), ni,j (i=1,2,….;j=1,2,…Ngop ) denotes the jth frame in the ith GOP, and Bc(ni,j) denotes the occupancy of virtual buffer before coding the jth frame. So,                                                     
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where b(ni,j) is the number of bits generated by the jth frame in the ith GOP, u(ni,j) is the available channel bandwidth which can be either a VBR or a CBR, and Fr is the predefined frame rate.

1.2.3 HRD Conformance
A lower bound and an upper bound for the target bits of each frame are determined by considering the hypothetical reference decoder (HRD).  The lower bound and the upper bound for the nth frame are denoted by V(ni,j) and U(ni,j), respectively. 
Let tr(ni,j) denote the removal time of the jth frame in the ith GOP. be(t) is the bit equivalent of a time duration t, with the conversion factor being the buffer arrival rate. The upper bound and the lower bound are initialized as follows:
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where Tr(ni,0) is the remaining bits of the (i-1)th GOP and Tr(n1,0)=0. The value of ω is 0.9.

The successive bounds V(ni,j)and U(ni,j) are computed iteratively as follows:
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1.2.4 Algorithm Description
The adaptive rate control scheme is composed GOP layer rate control and frame layer rate control if the basic unit is selected as a frame. Otherwise, a non-frame basic unit layer rate control should be added. They are presented in details as follows.

1.2.4.1 GOP Layer Rate Control

In the beginning of the ith GOP, the total number of bits allocated for the ith GOP is computed as follows:
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Since the channel bandwidth may vary at any time, Tr is updated frame by frame as follows:
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In the case of CBR, i.e. u(i,j) = u(i,j-1), Equation (70) is simplified as 
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The starting quantization parameter of the first GOP is a predefined quantization parameter QP0. The I frame and the first P frame of the GOP are coded using QP0. QP0 is predefined based on the available channel bandwidth and the GOP length. Normally, a small QP0 should be chosen if the available channel bandwidth is high and a big QP0 should be used if it is low. Under the same bandwidth, QP0 reduces by 1 if the GOP length increases by 30. QP0 can be set manually or computed by:
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where bpp stands for bits per pixel. Npixel is the number of pixel in a frame. Recommended values l1=0.15, l2=0.45, l3=0.9 for QCIF/CIF and l1=0.6, l2=1.4, l3=2.4 for the image size bigger than CIF. 

The starting quantization parameter QPst of other GOPs is computed by 
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where Np is the total number of P frame in the previous GOP, PQPst is the starting quantization parameter of the previous GOP, and SumPQP is the sum of quantization parameters for all P frames in the previous GOP. It is further adjusted by 
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where QPLP is the quantization parameter of the last P frame in the previous GOP. The I frame and the first P frame are coded using QPLP if the basic unit is chosen as a frame. Otherwise, only the I frame is coded via QPst. 

1.2.4.2 Frame Layer Rate Control

The frame layer rate control scheme consists of two stages: pre-encoding and post-encoding.

Pre-Encoding Stage:
The objective of this stage is to compute quantization parameter for all frames. The quantization parameters of B frames is computed by a simple interpolation method as follows: 

Suppose that the number of successive B frames between two P frames is L and the quantization parameters for these two P frames are QP1 and QP2, respectively. The quantization parameter of the ith B frame is calculated according to the following two cases:

Case 1. L=1. In other words, there is only one B frame between two P frames. The quantization parameter is computed by 
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Case 2. L>1. In other words, there are more than one B frame between two P frames. The quantization parameters are computed by
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where α is the difference between the quantization parameter of the first B frame and QP1, and α is given by 
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The final quantization parameter QBi is further adjusted by
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The quantization parameters of P frames are computed via the following two steps:

Step 1 Determine target bits for each P frame. 

Step 1.1 Determination of target buffer occupancy for each P frame in the current GOP.  
A target buffer level is predefined for each frame according to the coded bits of the first I frame and the first P frame, and the average picture complexity. After coding the first P frame in the ith GOP, the initial value of target buffer level is reset as follows: 
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where Bc(ni,2) is the actual buffer occupancy after coding the first P frame in the ith GOP. 

The target buffer level for the subsequent P frames is determined by 
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where 
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QPp and QPb are the corresponding quantization parameters. 

In the case that there is no B frame between two P frames, Equation (80) can be simplified as
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Step 1.2 Compute target bits for the current P frame. 

The target bits allocated for the jth P frame in the ith GOP are determined based on the target buffer level, the frame rate, the available channel bandwidth and the actual buffer occupancy as follows:
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wherein ( is a constant and its typical value is 0.5 when there is no B frame and 0.375 otherwise. 

Meanwhile, the number of remaining bits should also be considered when the target bit is computed. 
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The target bit is a weighted combination of 
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wherein β is a constant and its typical value is 0.5 when there is no B frame and is 0.9 otherwise. 

To be confirmed with the HRD, the target bit is further bounded by
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Step 2 Compute the quantization parameter and perform RDO. 
The MAD of the current P frame is predicted by model (63) using the actual MAD of the previous P frame.

The quantization parameter 
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where Qpp is the quantization parameter of the previous P frame. 

The final quantization parameter Qpc is further bounded by 51 and 0. The quantization parameter is then used to perform RDO for each MB in the current frame. 

Post-encoding Stage:

There are three major tasks in this stage: update the parameters a1 and a2 of model (63), update the parameters 
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 of quadratic R-D model (64), and determine the number of frames to be skipped.

After encoding a picture, the parameters of model (63), as well as those of quadratic R-D model (64) are updated. A linear regression method similar to that for the R-D model in [1] is used to update these parameters.

After encoding a frame, the actual of bits generated, b(ni,j) is added to the current buffer occupancy. To ensure that the updated buffer occupancy is not too high, the frame skipping parameter Npost is set to zero and increased until the following buffer condition is satisfied:
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where the buffer fullness is updated as follows:
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1.2.4.3  Basic Unit Layer Rate Control

If the basic unit is not selected as a frame, a non-frame basic unit layer rate control for P frame should be added.

Same as the frame layer rate control, the quantization parameters for I and B frames are the same for all basic unit in the same frame. It is computed the similar way as that at frame layer provided that 
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 are replaced by the average values of quantization parameters of all basic units in the corresponding frame.
The basic unit layer rate control selects the values of quantization parameters of all basic units in a frame, so that the sum of generated bits is close to the frame target f(ni,j).

The following is a step-by-step description of this method.
Step 1 Predict the MADs of the remaining basic units in the current frame by model (3) using the actual MADs of the co-located basic units in previous frame.

Step 2 Compute the number of texture bits 
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Step 2.1 Compute the target bit for the current basic unit.

Let 
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Step 2.2 Compute the average number of header bits generated by all coded basic units: 
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where 
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 is the actual number of header bits generated by the lth basic unit in the current frame. 
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 is the estimate from all basic units in the previous frame.

Step 2.3 Compute the number of texture bits 
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Step 3 Compute the quantization parameter of the current basic unit by using the quadratic R-D model (64) and (65). We need to consider the following three cases:

Case 1 The first basic unit in the current frame.
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where 
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 is the average value of quantization parameters for all basic units in the previous frame.

Case 2 
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where  
[image: image63.wmf]pb
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 is the quantization parameter of previous basic unit. To reduce the blocking artifacts, DQuant is 1 if 
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To maintain the smoothness of visual quality, the quantization parameter is further bounded by 
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Case 3 Otherwise, we shall first compute a quantization parameter 
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 by using the quadratic model (64) and (65). Similar to case 2, it is bounded by
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The objective is to reduce the blocking artifacts. Meanwhile, in order to maintain the smoothness of visual quality, it is further bounded by
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Step 4  Perform RDO for all macroblocks in the current basic unit.

Step 5  Update the number of remaining bits and the parameters of the linear MAD prediction model and the quadratic R-D model.

To obtain a good trade-off between average PSNR and bit fluctuation, Nmbunit is recommended to be the number of macroblocks in a row for real time video communication, and Nunit is recommended to be 9 for other applications. 

1.3 Conclusions
The adaptive rate control scheme can reach accurate rate control while keeping good PSNR. The target bits are bounded by two values derived by taking the HRD into consideration, and the scheme thus conforms to HRD. Moreover, it is applicable in both the VBR case and the CBR case. 
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