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1. Introduction

An encoder employs rate control as a way to regulate varying bit rate characteristics of the coded bitstream in order to produce high quality decoded frame at a given target bit rate.  Rate control is thus a necessary part of an encoder, and has been widely studied in standards, like MPEG 2, MPEG 4, H.263, and so on [1,2,3,4,5]. However, the rate control for JVT is more difficult than those for other standards [11,12,13]. This is because the quantization parameters are used in both rate control algorithm and rate distortion optimization (RDO), which resulted in the following chicken and egg dilemma when the rate control is studied: to perform RDO for macroblocks (MBs) in the current frame, a quantization parameter should be first determined for each MB by using the mean absolute difference (MAD) of current frame or MB [1,2,7,9].  However, the MAD of current frame or MB is only available after the RDO. Moreover, the available channel bandwidth for the coding process can be either constant or time varying. We thus need to consider both the constant bit rate (CBR) case and the variable bit rate (VBR) case. However, the existing schemes focus on the CBR case [1,2,3,4].

In this proposal, we present an adaptive rate control scheme for JVT by introducing a concept of basic unit and a linear model. The basic unit can be a frame, a slice, or an MB. The linear model is used to predict the MAD of current basic unit in the current frame by that of the basic unit in the co-located position of the previous frame. The chicken and egg dilemma is solved as follows: the target bits for the current frame are computed by adopting a leaky bucket model and linear tracking theory according to the predefined frame rate, the current buffer occupancy, the target buffer level and the available channel bandwidth [5]. To be confirmed with the HRD, the target bits are further bounded. The target bits are allocated to all non-coded basic units in the current frame equally because the MADs of non-coded basic units are not known. The MAD of current basic unit is predicted by the linear model using the actual MAD of basic unit in the co-located position of previous frame. A quadratic rate-distortion (R-D) model [1,2] is used to calculate the corresponding quantization parameter, which is then used for the rate distortion optimization for each MB in the current basic unit. We focus on the VBR case while our scheme performs equally well in the CBR case.  

To verify our scheme, we test our scheme in both the VBR case and CBR case. The bit rate curve for the VBR case is a predefined curve. It is shown that the number of actual generated bits is kept close to the bit rate curve and the buffer is neither underflowed nor overflowed. For the CBR case, we compare the coding efficiency of an encoder by using our rate control scheme with that of an encoder using a fixed quantization parameter. The target bit rate is generated by coding a test sequence with a fixed quantization parameter. The computed rate is then specified in the encoder using our rate control scheme. The coding efficiency is improved by up to 0.99dB by our scheme, and the average PSNR of all testing sequences is improved by 0.32dB. 

2. Preliminary Knowledge

In this section, we shall present the problem associated with the rate control for H.264.

2.1 The Chicken and Egg Dilemma

The coding process of a MB related to the rate control is given by
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Since quantization parameters are specified in both rate control and RDO, there exists a problem when the rate control is implemented: to perform RDO for a MB, a quantization parameter should be first determined for the MB by using the MAD of MB. However, the MAD of current MB is only available after performing the RDO. This is a typical chicken and egg dilemma. Because of this, the rate control for H.264 is more difficult than those for MPEG 2, MPEG 4 and H.263. To study the rate control for H.264, we need to solve the problem to estimate the MAD of current MB. Besides this, we also need to compute a target bitrate for the current MB and to determine the number of contiguous MBs that share the same quantization parameter.  To solve these problems, we need the following preliminary knowledge.

2.2 Definition of A Basic Unit

The concept of a basic unit is defined by

Definition 1 Suppose that a frame is composed of 
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 MBs. A basic unit is defined to be a group of contiguous MBs which is composed of 
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 MBs where 
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Denote the total number of basic units in a frame by 
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, which is computed by 
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Examples of a basic unit can be an MB, a slice, a field, or a frame. For example, consider a video sequence with QCIF size, 
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 is 99.  According to Definition 1,t 
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 can be 1, 3, 9, 11, 33, or 99. The corresponding 
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 is 99, 33, 11, 9, 3, and 1, respectively. 

It is noted that by employing a bigger basic unit, a higher PSNR can be achieved while the bit fluctuation is also bigger. On the other hand, by using a small basic unit, the bit fluctuation is less severe, but with slight loss in PSNR.

2.3 A Fluid Flow Traffic Model
We shall now present a fluid flow traffic model to compute the target bit for the current coding frame.  Let 
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 denote the total number of frames in a group of picture (GOP), 
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 denote the jth frame in the ith GOP, and 
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 denote the occupancy of virtual buffer after coding the jth frame. We then have 
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where b(
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 is the predefined frame rate.

2.4  A Linear Model for MAD Prediction

We now introduce a linear model to predict the MADs of current basic unit in the current frame 

by that of the basic unit in the co-located position of the previous frame. Suppose that the predicted MAD of current basic unit in the current frame and the actual MAD of basic unit in the co-located position of previous frame are denoted by 
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 and 
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, respectively. The linear prediction model is then given by
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where 
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are two coefficients of prediction model. The initial value of 
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 are set to 1 and 0, respectively. They are updated after coding each basic unit. The linear model (3) is proposed to solve the chicken and egg dilemma.

2.5  HRD Consideration

In this subsection, a lower bound and a upper bound for the target bits of each frame are determined by considering the hypothetical reference decoder (HRD)[6][7].  The lower bound and the upper bound for the nth frame are denoted by 
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 denote the removal time of the jth frame in the ith GOP. Also let 
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, with the conversion factor being the buffer arrival rate [8].  The initial values of the upper bound and the lower bound are given as follows:
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where 
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are computed iteratively as follows:
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where 
[image: image39.wmf]s

B

 is the buffer size of CPB,  and 
[image: image40.wmf]s
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 is the buffer size and its maximum value is determined based on different level and different profile [7].

With the concept of basic unit, models (2) and (3), the steps in our scheme are given as follows:

1.  Compute a target bit for the current frame by using the fluid traffic model (2),  linear tracking theory [5] and the bounds (4) and (5).

2.  Allocate the remaining bits to all non-coded basic units in the current frame equally.

3.  Predict the MAD of current basic unit in the current frame by the linear model (3) using the actual MAD of basic unit in the co-located position of previous frame.

4.  Compute the corresponding parameter by using the quadratic R-D model [1,2].

5. Perform RDO for each MB in the current basic unit by the quantization parameter derived from step 4 [8,9].

Our proposed rate control scheme is composed of two layers: GOP layer rate control and frame layer rate control if the basic unit is selected as a frame. Otherwise, an additional basic unit layer rate control should be added. They will be presented in detail in the following sections.

3. GOP Layer Rate Control

In this layer, we need to compute the total number of remaining bits 
[image: image41.wmf]r
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 for all non-coded frames in each GOP and to determine the starting quantization parameter of each GOP.  Same as [5], we assume that the GOP structure is IBBPBBP... P or IPPP…P, with I being an intra-coded picture, P being a forward predicted picture and B being a bi-directional predicted picture. The length of a GOP is usually 15-30 [4].

3.1 Total Number of Bits

In the beginning of the ith GOP, the total number of bits allocated for the ith GOP is computed as follows:
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Since the channel bandwidth may vary at any time, 
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 is updated frame by frame as follows:
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In the case of CBR, i.e. 
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In other words, Equation (7) is also applicable to the CBR case.

3.2 Starting Quantization Parameter of Each GOP

In our scheme, the starting quantization parameter of the first GOP is a predefined quantization parameter 
[image: image47.wmf]0

QP

. The I frame and the first P frame of the GOP are coded by 
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 is predefined based on the available channel bandwidth and the GOP length. Normally, a small 
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 should be chosen if the available channel bandwidth is high and a big 
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where bpp is the bits per pixel. Npixel is the number of pixel in a frame. Recommended values l1=0.15,l2=0.45,l3=0.9 for QCIF/CIF and l1=0.6,l2=1.4,l3=2.4 for the image size bigger than CIF. 

The starting quantization parameter of other GOPs 
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 is computed by 
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where 
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 is the total number of P frame in the previous GOP and 
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 is the sum of quantization parameters for all P frames in the previous GOP. Same as 
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The I frame and the first P frame are coded using 
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4. Frame Layer Rate Control

The frame layer rate control scheme consists of two stages: pre-encoding and post-encoding.

4.1 Pre-Encoding Stage:

The objective of this stage is to compute quantization parameter for all frames. We shall first provide a simple method to compute the quantization parameters of B frames. 

 4.1.1 Quantization parameters of B frames

Since B frames are not used to predict any other frame, the quantization parameters can be greater than those of their adjacent P or I frames such that the bits could be saved for I and P frames. On the other hand, to maintain the smoothness of visual quality, the difference between the quantization parameters of two adjacent frames should not be greater than 2. Based on the observations, the quantization parameters of B frames are obtained through a linear interpolation method as follows:

Suppose that the number of successive B frames between two P frames is L and the quantization parameters are 
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, respectively. The quantization parameter of the ith B frame is calculated according to the following two cases:

Case 1. L=1. In other words, there is only one B frame between two P frames. The quantization parameter is computed by 
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Case 2  L>1. In other words, there are more than one B frame between two P frames. The quantization parameters are computed by


[image: image66.wmf])}

1

(

2

)},

1

(

2

,

1

)

(

max{min{

~

1

2

1

-

´

-

-

´

-

-

+

+

=

i

i

L

QP

QP

QP

B

Q

i

a

                            (12)

where 
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 is the difference between the quantization parameter of the first B frame and 
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, and is given by 
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The case that 
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 can only occur at time instant the video sequence switches from one GOP to another GOP.

The final quantization parameter 
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4.1.2 Quantization Parameters of P Frames

The quantization parameters of P frames are computed via the following two steps:

Step 1 Determine a target bit for each P frame. Step 1 is composed of the following two sub-steps.

The bits allocated to the current picture should be adjusted according to the current buffer occupancy and the picture complexity.

Step 1.1 Determination of target buffer occupancy.  

We predefine a target buffer level for each frame according to the frame sizes of the first I frame and the first P frame, and the average picture complexity. The function of the target buffer level is to compute a target bit for each P frame, which is then used to compute the quantization parameter. Since the quantization parameter of the first P frame is given at the GOP layer, we only need to predefine target buffer levels for other P frames in each GOP. 

After coding the first P frame in the ith GOP, we reset the initial value of target buffer level as 
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where 
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 is the actual buffer occupancy after coding the first P frame in the ith GOP. 

The target buffer level for the subsequent P frames is determined by 
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where  
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[image: image82.wmf]p
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 are the corresponding quantization parameters. 

In the case that there is no B frame between two P frames, Equation (15) can be simplified as
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It can be easily shown that 
[image: image85.wmf])

(

,

gop

N

i

n

Tbl

 is about 0. Thus, if the actual buffer fullness is exactly the same as the predefined target buffer level, it can be ensured that each GOP uses its own budget. However, since the rate-distortion (R-D) model and the MAD prediction model are not accurate [1,2], there usually exists a difference between the actual buffer fullness and the target buffer level. We therefore need to compute a target bit for each frame to reduce the difference between the actual buffer fullness and the target buffer level. This is achieved by the following microscopic control.
Step 1.2 Microscopic control (target bit rate computation). 

Using linear tracking theory [8], the target bits allocated for the jth frame in the ith GOP is determined based on the target buffer level, the frame rate, the available channel bandwidth and the actual buffer occupancy as follows:
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wherein ( is a constant and its typical value is 0.5 when there is no B frame and 0.25 otherwise. If the actual number of generated bits is around the target, it can be easily shown that
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Therefore, a tight buffer regulation can be achieved by choosing a large (. 

Meanwhile, the number of remaining bits should also be considered when the target bit is computed. 
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If the last frame is complex and uses excessive bits, more bits should be assigned to this frame. 

The target bit is a weighted combination of 
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wherein 
[image: image92.wmf]b

 is a constant and its typical value is 0.75 when there is no B frame and is 0.9 otherwise. Normally, most frame will overuse its budget. To smooth the visual quality, the target bit is further adjusted by 
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To be confirmed with the HRD, the target bit is further bounded by
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 Step 2 Compute the quantization parameter and perform RDO. 

The MAD of current P frame is predicted by model (2) using the actual MAD of previous P frame.

The quantization parameter 
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 corresponding to the target bit is then computed by using the quadratic model provided in [1,2].  The details on this can be found in [1,2,5], it is thus not elaborated in this section. To maintain the smoothness of visual quality among successive frames, the quantization parameter 
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where 
[image: image98.wmf]pp

Q

 is the quantization parameter of the previous P frame. 

The final quantization parameter  
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 is further bounded by 
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The quantization parameter is then used to perform RDO for each MB in the current frame by using the method provided in [7,9]. 

4.2 Post-encoding Stage:

There are three major tasks in this stage:  update the parameters 
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 and 
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 of model (3), the parameters of quadratic R-D model, and determine the number of frames needed to be skipped.

After encoding a picture, the parameters of model (3), as well as those of quadratic R-D model are updated. A method similar to that of R-D model in [1,2] is used where the window size is computed by using the method provided in [5] instead of that in [1,2].

After encoding a frame, the actual of bits generated, b(
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 is added to the current buffer occupancy. To ensure that the updated buffer occupancy is not too high, the frame skipping parameter 
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 is set to zero and increased until the following buffer condition is satisfied [1]:
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wherein the buffer fullness is updated as follows:
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5. Basic Unit Layer Rate Control

If the basic unit is not selected as a frame, an additional basic unit layer rate control should be added to our scheme.

Same as the frame layer rate control, the I frame is coded by single quantization parameter. It is computed in the same way as that at frame layer. The B frame is also coded by single quantization parameter. It is computed almost the same as that at the frame layer provided that 
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 are replaced by the average values of quantization parameters of all basic units in the corresponding frame.

In the remaining part of this section, we shall provide the basic unit layer rate control for each P frame.

Same as the frame layer, we shall first determine the target bit for each P frame. The process is the same as that at the frame layer. The bits are then allocated to each basic unit. Since the MADs of all non-coded basic units in the current frame are not known, we allocate the remaining bits to all non-coded basic units in the current frame equally.

The basic unit layer rate control selects the values of quantization parameters of all basic units in a frame, so that the sum of generated bits is close to the frame target 
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The following is a step-by-step description of this method.

 Step 1 Compute the number of texture bits 
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Step 1.2 Compute the average number of header bits generated by all coded basic units: 
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where 
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 is the actual number of header bits generated by the lth basic unit in the current frame, 
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 is the  estimate from all basic units in the previous frame.

 Step 1.3 Compute the number of texture bits 
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 Step 2  Predict the MAD of current basic unit in the current frame by model (3) using the actual MAD of basic unit in the same position of previous frame.

Step 3 Compute the quantization parameter of current basic unit by using the quadratic R-D model. We need to consider the following three cases:

Case 1 The first basic unit in the current frame.
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where 
[image: image124.wmf]apf
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 is the average value of quantization parameters for all basic units in the previous frame.

Case 2 
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where  
[image: image128.wmf]pb

Q

 is the quantization parameter of previous basic unit. To reduce the blocking artifacts, DQuant is 1 if 
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 is greater than 8 and is 2 otherwise.

To maintain the smoothness of visual quality, the quantization parameter is further bounded by 
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 where  
[image: image131.wmf]D

 is 3 if 
[image: image132.wmf]mbunit

N

 is less than the total number of MBs in a row, and 6 otherwise.

Case 3 Otherwise. In this case, we shall first compute a quantization parameter 
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 by using the quadratic model. Similar to case 2, it is  bounded by
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  The objective is to reduce the blocking artifacts. Meanwhile, to maintain the smoothness of visual quality, it is further bounded by
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Step 4 Perform RDO for all MBs in the current basic unit.

Step 5 Update the number of remaining bits and the number of non-coded basic units for the current frame.

Step 6 After coding a whole frame, 
[image: image136.wmf]apf
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 is updated.

To obtain a good trade-off between average PSNR and bit fluctuation, 
[image: image137.wmf]mbunit

N

 is recommended to be the number of MBs in a row for real time video communication, and 
[image: image138.wmf]unit
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 is recommended to be 9 for other applications. 

 Comment: To reduce the number of bits used for the difference among the quantization parameters of MBs, the syntax of H.264 could be modified by inserting a flag in the beginning of the bit stream to indicate the exact number of MBs in the basic unit. We then only need to code the difference among the quantization parameters of basic unit instead of those of MBs.

6. Experimental Results

We test our rate control scheme in both the VBR case and the CBR case. RDO is ON when the frame type is IPBBP and it is off when the frame type is IPPP.

7. Conclusions.

An adaptive rate control scheme is proposed for JVT. The basic unit can be a macroblock, a slice, a field, or a frame. The linear model is used to predict the MAD of current basic unit in the current frame by that of basic unit in the same position of previous frame, and the chicken and egg dilemma existing in the rate control of JVT is thus avoided.  The target bit is bounded by two values derived from the consideration of HRD, and our scheme conformes to HRD. Moreover, it is applicable in both the VBR case and the CBR case. It is applicable regardless of choice of basic unit. 

8. References.

 [1]
H.J.Lee and T.H.Chiang and Y.Q.Zhang. Scalable Rate Control for MPEG-4 Video. IEEE Trans. Circuit Syst. Video Technology, 10: 878-894, 2000.

[2]
A.Vetro, H.Sun and Y.Wang. MPEG-4 rate control for multiple video objects. IEEE Trans. Circuit Syst. Video Technology, 9: 186-199, 1999.

[3]
J. Ribas-Corbera and S.Lei. Rate control in DCT video coding for low-delay communications. IEEE Trans. Circuit Syst. Video Technology, 9: 172-185, 1999.

[4]   MPEG-2 Test Model 5, Doc. ISO/IEC JTC1/SC29 WG11/93-400. Apr.1993.
[5]  Z. G. Li, Lin Xiao, C. Zhu and Pan Feng. A Novel Rate Control Scheme for Video Over the Internet. In Proceedings ICASSP 2002, Florida, USA, 2065--2068, May 13-17, 2002.

[6]  Siwei Ma, Wen Gao, Feng Wu, Yan Lu,“Rate Control for JVT Video Coding Scheme with HRD Considerations”, accepted by ICIP 2003.

[7]   Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG Document JVT-B118R2, 2002-03-25.  .           

[8]   Chi-Tsong Chen. Linear system theory and design. Rinehart and Winston, New York, 1984.
[9]  Thomas Wiegand and Bernd Girod. Parameter Selection in Lagrangian Hybrid Video Coder Control, ICIP 2001.

[10]  AHM2.0  http://groups.yahoo.com/group/jvt-remd/files/
[11]  S. W. Ma, W. Gao, Y. Lu and H. Q. Lu, Proposed draft description of rate control on JVT standard, JVT-F086, 6th meeting, Awaji, Japan, 5-13, December, 2002.
[12]  S.W. Ma, W. Gao, P. Gao and Y. Lu, Rate Control for Joint Video Team (JVT) Standard, accepted by ISCAS 2003.
[13]  Z. G. Li, F. Pan, K. P. Lim, G. N. Feng, X. Lin and S. Rahardaj, Adaptive basic unit layer rate control for JVT, JVT-G012, 7th meeting, Pattaya II,  Thailand, 7-14, March, 2003. 

(Append for Proposal Documents)

JVT Patent Disclosure Form

	International Telecommunication Union
Telecommunication Standardization Sector
	International Organization for Standardization
	International Electrotechnical Commission  

	[image: image139.wmf]
	[image: image140.png]1S0
NS




	[image: image141.png]





Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:

JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA

Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Institute for Computing Technology and Institute for InfoComm Research
	

	Mailing address
	Chinese Academy of Sciences          21 Heng Mui Keng Terrace

Beijng, 10080, China                       Singapore 119613
	

	Country
	P.R. China                                  Singapore
	

	Contact person
	Wen Gao and Susanto Rahardja
	

	Telephone
	
	

	Fax
	
	

	Email
	wgao@jdl.ac.cn; rsusanto@i2r.a-star.edu.sg
	

	Place and date of submission
	Singapore, May 12, 2003
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	
	

	Title
	
	

	Contribution number
	
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)

	
	

	[image: image142.wmf]
	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,



	[image: image143.wmf]
	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	[image: image144.wmf]
	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.

	
	

	
[image: image145.wmf] 


	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.

	
	

	[image: image146.wmf]
	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	
[image: image147.wmf] 


	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



	[image: image148.wmf]
	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:



































































File:JVT-H014
Page: 15
Date Saved: 2003-05-13

_1106480331.unknown

_1110820714.unknown

_1111921579.unknown

_1112765976.unknown

_1112766115.unknown

_1114098483.unknown

_1114098571.unknown

_1113884267.unknown

_1113894307.unknown

_1112766054.unknown

_1112765177.unknown

_1112765232.unknown

_1112765603.unknown

_1111921751.unknown

_1111921837.unknown

_1111921674.unknown

_1111573129.unknown

_1111573442.unknown

_1111573471.unknown

_1111573545.unknown

_1111573574.unknown

_1111573597.unknown

_1111573489.unknown

_1111573461.unknown

_1111573386.unknown

_1111573405.unknown

_1111573197.unknown

_1111573308.unknown

_1111564122.unknown

_1111564259.unknown

_1111564265.unknown

_1110820830.unknown

_1111558062.unknown

_1106486307.unknown

_1106656192.unknown

_1107330638.unknown

_1110118658.unknown

_1110820670.unknown

_1110820689.unknown

_1110118602.unknown

_1109746335.unknown

_1107241214.unknown

_1107241761.unknown

_1107241829.unknown

_1107156477.unknown

_1106487092.unknown

_1106487406.unknown

_1106487625.unknown

_1106655825.unknown

_1106656107.unknown

_1106487936.unknown

_1106493436.unknown

_1106488003.unknown

_1106487833.unknown

_1106487558.unknown

_1106487492.unknown

_1106487510.unknown

_1106487279.unknown

_1106487310.unknown

_1106487214.unknown

_1106486749.unknown

_1106486999.unknown

_1106487043.unknown

_1106486775.unknown

_1106486677.unknown

_1106486713.unknown

_1106486380.unknown

_1106484617.unknown

_1106486189.unknown

_1106486263.unknown

_1106486290.unknown

_1106486229.unknown

_1106486091.unknown

_1106486157.unknown

_1106486069.unknown

_1106483882.unknown

_1106484148.unknown

_1106484396.unknown

_1106483928.unknown

_1106484029.unknown

_1106481040.unknown

_1106483225.unknown

_1106481010.unknown

_1106467283.unknown

_1106478593.unknown

_1106479760.unknown

_1106479905.unknown

_1106480267.unknown

_1106479778.unknown

_1106478791.unknown

_1106478830.unknown

_1106478373.unknown

_1106478433.unknown

_1106468192.unknown

_1106469940.unknown

_1106467790.unknown

_1106467891.unknown

_1106467075.unknown

_1106467183.unknown

_1106467204.unknown

_1106467239.unknown

_1106467157.unknown

_1094479316.unknown

_1099391654.unknown

_1100758017.unknown

_1100758354.unknown

_1100758371.unknown

_1100758032.unknown

_1099391827.unknown

_1100152457.unknown

_1099391811.unknown

_1095162081.doc



_1099389882.unknown

_1094480957.unknown

_1094900888.doc



_1094479018.unknown

_1094479278.unknown

_1094372661.unknown

_1094478953.unknown

_1092132730.unknown

_1092132843.unknown

_1092126475.unknown

