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0.0
Introduction

Scheduling:

1.
Initial overview

2.
Errata

3.
Lunch [test model]

4.
PExt

5.
Planning

Saturday:

9-11: PExt

11:30 - ? Errata

Sunday

9-11: Test model

11:30: PExt

12:00 - ? Errata  (side activity on PExt)

Monday

9-11: Review of break-out

11:15 Joint meeting with ITU-T WP2 Systems

12:30 – ? Remainder

1.0
Administrative Topics

JVT-H001 [Sullivan] Report of Geneva III

JVT-H002 [Sullivan] Report of Pattaya II

JVT-H003 [Sullivan] List of Participants

JVT-H004 [Sullivan] List of Experts

JVT-H005 AHG: Project Management

JVT-H006 AHG: Text & DoC Editing

JVT-H007* AHG: Bitstreams

JVT-H008 AHG: Test Model & Reference Software

JVT-H009 —Vacant—

2.0
Errata Reports on JVT-G050

JVT-H020* ["US Expts"] Err. Comments on JVT-H010 Errata Report

JVT-H010* [Sullivan] Err. Microsoft Errata Report List

JVT-H028* [Hannuksela]  Err. Proposal to Correct Max BR for Level 1

JVT-H012  —Withdrawn as redundant with JVT-H010—

JVT-H013  —Withdrawn as redundant with JVT-H010—

These contributions considered together, with JVT-H020 capturing all content.

Some items open – Section I items 2 (yes), 24 (tentative answer: sorry), 25 (just double-check with Natan), .  Most items in section III considered too minor to bother with.
JVT-H011* [Hannuksela]  Err. Nokia Errata Report List

Done.

JVT-H025* [Kadono+] Err. Additional Problem Reports for Final Draft

Done.
JVT-H030* [Sullivan] Err. Additional clarity/correction topics

Done.  Note result for item 5.
3.0
Joint Model and Reference Software

JVT-H014* [Li] Prop.(N-N)  Adaptive Rate Control

Proposal of rate control method for JM.

"basic unit" (macroblock, slice, or frame) single-pass rate control.

(Better PSNR with frame-level rate control, but more bit-rate fluctuation than with MB-level rate control.)

Linear model to predict MAD of motion prediction error relative to co-located MB in previous coded picture.

Average 0.4 dB BD-PSNR gain relative to fixed QP.  Worst case behavior approx same PSRN as fixed QP.  Subjective result similar to fixed QP.

Question: Why MAD?  Simpler.

Question: Perf relative to previous known methods (e.g., H.263 Ribas, MPEG-4 part 2 ref soft "Q2" method)?  Proponent: This method reportedly slightly better – quadratic method is used in MPEG-4 part 2, adaptive I frame QP is like H.263 TMN).  Also can do VBR.

Question: Some B-R fluctuation seems desirable – using buffer capacity to minimize worst-case picture quality and avoiding excess bits on easy pictures.  MB-level operation keeps the bit rate more smooth for each picture.  Frame-level operation does more trade-off between rate for different pictures.

Question: Lower quality on non-stored pictures desirable.  Yes, there is something in this design to try to achieve that.

Question: Written assuming "B frame" means "non-reference" and "temporally between"?  Should try to avoid that in drafting the text of the JM.

Question: Approx relation between QP and bit rate?  A: This rate control has a model for this and includes "GOP" size as part of determining QP.

Question: How does this maintain HRD compliance?  A: The rate control includes establishing upper and lower bounds on bit usage.  Q: What did you assume for VBR operation.  A: Here VBR means varying channel bit rate, with feedback from channel to determine rate in effect.

Adopted into JM.

JVT-H017* [Ma+] Prop.(N-N)  Adaptive Rate Control

Draft text model text in support of JVT-H014.

JVT-H021* [Chau] Verification of JVT-H014 Rate Control

Verification of performance of JVT-H014.

JVT-H026* [Chen+] Prop.(N-N)  Simplification of Test Model

Simplification of JVT-G016 Fast Motion Estimation, which was adopted in Pattaya (from the same set of proponents as JVT-G016).

Includes several simplifications of the structure of the JVT-G016 fast motion estimation method.

· Fewer predictions in starting set for initial MV prediction under some conditions

· Simplified early termination conditions (only one such condition now)

· A prediction mode cost computation simplified (one aspect removed)

Adopted into JM.

Appoint Siwei Ma (CAS) as additional software coordinator for encoding work.  Also need good editing work on the JM document to bring it into shape, matching the software, well-phrased, etc.

4.0
Professional Extensions

JVT-H015* [Suzuki] Prop.(PExt) Requirements for JVT Prof. Profile

    Note: To be presented on 5/25

Proposes requirements (bit rates, functionalities, h/w impl. considerations) and provides profile ideas. No alteration of intended scope.

HDCAM-SR™ soon to be released supporting MPEG-4 Simple Studio Profile 450 Mbps I-only HDTV 4:2:2/4:4:4

Proponent requests

· Minimum coding efficiency loss compared with current H.264/AVC design

· 4:2:2 and 4:4:4 important.

· 10-bit with 4:2:2 & 4:4:4 important.

· 12-bit also.

· More than 12-bits, not interested.

· Not especially interested in 10-bit or 12-bit 4:2:0.

· Interlace: Yes (up to 1080i).

· Not interested in error resilience (slices OK).

· B-pictures: Yes

· I-only: Yes

· For implementability of CABAC:

· I-only up to 200 Mbps 1080i per slice (Remark: MPEG-2 4:2:2 has 50 Mbps I-only at SD, maybe the 200 Mbps limit is low if that's the limit for the whole stream)

· Long-GOP up to 100 Mbps 1080i per slice

· Slices for parallel processing (esp. for CABAC – Remark: Specification of limits for this may be tricky)

· Hardware orientation

· Optimize for 25-50 Mbps as typical use points (optimization points)

· CABAC: Yes (depending on complexity, perhaps only CAVLC if a bottleneck)

· No strong opinion on whether one or two entropy coding types supported

· Low-delay: Yes

· Onion ring profile: Not necessarily, but no objection to superset of Main

· Licensing remarks: Out of scope for us.

· RGB coding desired.

· Minimum number of profiles (e.g., 4:2:2 and 4:4:4 and 10-bit and 12-bit all in one profile – base the level limits on sample processing rate – when more samples per macroblock, support fewer samples per second)

· Profile split for I-only and IBP support

· Three-dimensional levels (better to call them profiles?, split conformance points with bit depth, chroma resolution, and the normal things)

· Test functionality for chroma key (more than 8 bit) and multi-generation (e.g., 4 generations or 8 generations with aligned IBP and macroblock structure), 25-50 Mbps for 2kx1k, Max 100 Mbps

· Consider hardware complexity

How many conformance points?  Perhaps define based on sample rate.

JVT-H016* [McMahon+] Prop.(PExt) Extension of sample bit depth support

Technical proposal for sample bit depth support, try to achieve same R-D (e.g., PSNR for bit rate) regardless of bit depth of input.

JVT-H019* [McMahon+] Prop.(PExt) Study Text Toward PExt Annex Drafting

Text work toward bit depth (as in JVT-H016) and chroma format support changes.

Basic concept of JVT-H016 and JVT-H019: During reconstruction, shift up so that a given QP always represents the same fidelity relative to the MSB (i.e., the same PSNR).  In reconstruction, replace QP/6 with ((QP + 6 * (BitDepth – 8)) / 6). Allow QP to go to -12 for 10-bit sample data and -24 for 12-bit sample data.

Remark: Effect on deblocking?  Seems easier to define deblocking filter using the other convention of meaning of QP (in which QP is fidelity relative to LSB rather than MSB).  Also coefficient reconstruction (8-267).

Relationship between luma and chroma QP may be easier as in JVT-H019.

Seems agreeable to try to go in this direction (in which QP is fidelity relative to MSB), although this is essentially an editorial issue, so if the other method is easier, we might do that instead.

Implemented in software using CABAC – modification provided as appendix to contribution.  CAVLC design not provided in this contribution.

Proposes to disable deblocking when sample bit depth > 8.  Remark: Why not allow efficient low bit-rate coding of high sample bit depth video?  Seems inappropriate.

Proposes to allow the two chroma QPs to be set separately.

(More content – profile specification, Annex E aspect ratios, alpha channel (4:2:2:4, 4:4:4:4), syntax)

Discussion of constraints: Need I, B & P slice capability.

Advocates of use for the highest-quality specialized professional environment applications (studio) express a strong preference for no DP, no ASO, no FMO, no RS, no SP/SI.

Some interest expressed in 4:2:2, 4:4:4, RGB, 10 bit, for systems other than specialized very professional applications that operate at very high bit rates (e.g., real-time conferencing), and possibly supporting some of the above-mentioned features (DP, ASO, FMO, RS, SP/SI) for such use.

entropy_coding_mode support: interest in having both supported for 4:2:0 8-bit, TBD for new types of operation – agreed.

Deblocking: supported (scale up the thresholds as appropriate for bit depth) – agreed.

Downward compatibility for bit depth and chroma format – agreed.

I-only: TBD

Interlace is an issue for very high levels. Some resistance to downward compatibility of interlace support at very high levels. – TBD.

Make a separate output document for issues under discussion (e.g., profile & levels).
Color space – TBD. Alpha channel: TBD.  Need to work to get test material and establish test conditions – critical need for this.

Ability to set initial QP separately for each component: Should probably do that (probably still track them together with mb_qp_delta).

Some potential breaking of onion structure (for both profile and level constraints) at high levels, but probably not at lower levels.

Bit depth beyond 12 bits per sample?  No.

CBP: Per JVT-C137? Check Tandberg (yes) & Detlev (either way).  Output draft: Per JVT-C137 regarding CBP, no alpha.

Sample aspect ratio: (editorial – the numbers are swapped) – TBD

Otherwise merge with JVT-H032 for output draft.  Use 2-tap motion comp on chroma. Quantization scaling regarding DC vs AC for chroma – OK to go with JVT-H032 (factor of sqrt(2) finer quantization of DC than AC for chroma for 4:2:2 and factor of 2 finer for 4:4:4).

Leave more sophisticated chroma motion comp filtering TBD.

Need to make an editing schedule.

JVT AHG meeting in Trondheim? – Facilities available?  Scheduling?

JVT-H031* [Malvar+] Prop.(PExt) Transform & Scaling Impact of PExt

Technical proposal on sample bit depth, chroma resolution, and color space.

Three sub-topics:

Subject 1: Sample bit depth

  Remark: How important is it to avoid requiring more than 16-bit arithmetic in inverse transform?

  Remark: How useful is transform coding for very high fidelity?

  Remark: Consider multi-generation coding, blue-screen, etc.

Subject 2: Chroma format

  Proposes, when using higher chroma resolution, to extend the length of the Hadamard DC 2nd stage transform.  No dynamic range problem reported to be caused by this.

  Remark: Chroma MVs no longer divided by 2 (vertically in the case of 4:2:2, and both vertically and horizontally in the case of 4:4:4).  No vertical offset of chroma vector needed in either new case, as there is no longer a division by 2.

  Remark: Chroma motion comp interpolation bilinear

  Remark: Intra prediction needs consideration – see JVT-H032. (Note: There are only 4 chroma intra modes, one selection indicated in bitstream and applied to both chroma components.)

  Remark: Deblocking of chroma needs consideration.

  Remark: Relation of luma and chroma step sizes needs consideration.

Subject 3: Color space

  Analyzes color space conversion as a decorrelation transform.

  Proposes new color space YCoCg.

  a) Superior (theoretical) decorrelation reported.

  b) Provides advantage of ability to emphasize Y component fidelity for perception.

  c) No loss for conversion to/from RGB with YCoCg if add 2 LSBs in conversion.

  d) Simple shift/add conversion to YCoCg, and 4 adds (no shifts) for conversion to RGB.

  Remark: No test results provided.

For further study.  Should have some test results.

JVT-H032L  [Bjontegaard] Prop.(Pext) Extension for 4:2:2 and 4:4:4 YUV

Proposal for 4:2:2 and 4:4:4 support.

Advocates using YUV as an intermediate format for other color spaces.

Impact of DC and plane modes for intra prediction.

Impact of MV (use bilinear interpolation for chroma).

  Remark: Could use same interp. method as used for luma for each dimension not divided.

     Comment: This would increase memory bandwidth, and chroma tends to be more low-pass, so more than bilinear may not be justifiable.

CAVLC impact.

Hadamard transforms (scaling, zig-zag scan).

   2x4 Hadamard would ordinarily scale by 2*sqrt(2). Here scales by 4.

   4x4 Hadamard would ordinarily scale by 4.   Here scale by 8.

   This is sort of a step size adjustment.

   This part similar in spirit to JVT-H031, except perhaps for scaling.

Remark: Consider field scan for 4:2:2.

JVT-H018* [Kim+] Prop.(PExt) Color format extension

Support of 4:4:4, including RGB without color space conversion.  Alters the coding method to use DPCM for RGB coding.

Similar basic approach to 4:4:4 as in other proposals.

Use same intra pred mode in all 3 components (no overhead for different components).

HD material (probably scanned film).  "kbps" should be "Mbps" in plots.

McMahon: Source was originally 4:2:2 YUV, was converted to 4:4:4 RGB DPX (should try to use video that was originally 4:4:4).

Shows plot of PSNR in RGB domain with equal weighting of R, G, and B.  Used G component for motion estimation.

Significant correlation between color components observed.

Decoder adds the reconstructed G residue when decoding R and B components.  So the encoder is encoding the difference between the reconstucted G difference signal and the predicted R or B signal.  Obtained quality similar to YUV coding.

Remark: This increases the bit depth at the input of the transform.  E.g., For 8-bit samples, the input to the R and B residual encoder is 10-bit input.

Concept is to avoid loss in conversion to YUV and back (reported to be 49 dB – assuming RGB with same bit depth as the YUV.  6 dB per bit ( 48 dB achieved by 8b RGB).

Remark: Is this RGB coding method ever better than YUV or only equal at best?

Remark: Conversion to YUV also provides benefit of the separation of the more perceptually important Y from the U and V, allowing a further improvement perceptual quality by spending more bits on Y than on U and V.

Some loss in quality at low bit rates.

Benefit of using RGB coding as modified relative to using YUV coding seems not shown in these experiments, but should get some benefit at highest extreme of fidelity.

Remark: Suggest testing using different source material that originated as RGB.

Remark: One motivation for 4:4:4 RGB is computer screen representation – should test on some content like that.

Remark: Desire to have one method for handling color formats as much as possible.

Remark: Results in plot don't seem to match the fidelity obtained by others for the same test sequences.

Why did we ask for RGB?

Remark: Is it ever better than coding YUV?  No benefit shown in this contribution.

Remark: Note that YCoCg with more sample bit depth is another way to code RGB.

RGB handling aspect for further study.

Willing to provide code for verification.

Remark: This is effectively doing a color space conversion.  It is doing R-G and B-G differencing as part of the codec.  Same idea as a color space conversion.

4:4:4 aspect: Single intra pred mode for all three components or separate mode for "luma" and "chroma".  This differs from the approach taken in JVT-H032.  Also for further study.

JVT-H022* [Gomila+] Prop.(PExt) SEI Message for Film Grain

Proposes to add SEI message to indicate noise/film-grain characteristics for decoder-side post-processing enhancement.  (Similar in spirit to Bjøntegaard's Q15-B-15, Sept. '97 Sun River VCEG meeting.)

Film grain is due to crystallization in the development process.  Visibility significant at HD, less at SD, not at lower than SD.  Not temporally correlated.  High frequency.

Film grain is distinct from "noise"; and has been significantly studied (for blending computer graphics with film content and other purposes).

Indicated to be important for high-quality, high-res video applications (HD DVD, DCinema).

Remark: Really distinct from noise?  Proponent: Difference between noise and film grain is spatial & color correlation of film grain.  Noise synthesis would not require frequency characteristics – only intensity.

One model of processing is to 1) pre-process to remove grain, 2) parameterize the noise and send characteristics in SEI message, 3) encode without the grain, 4) decode without the grain, 5) synthesize and blend grain as post-process.

One type of useful information: Film stock ID

Remark: Scan dependence?  Proponent: Would also need some other information about the process of generation of the samples.

Remark: Appropriate for standardization?  Film stock IDs would be identifiers of specific manufacturer's non-standardized products.

Second type of useful information:

· Spatial correlation

· Aspect ratio

· Cross-color correlation (3 layers in film, grain is correlated primarily between adjacent layers)

· Noise intensity

· Color space of the film grain

· Model used to generate the grain

· Blending mode used to add to the signal.

Some film grain models shown: Auto-regressive, and filtered random noise.

Test material?  Technicolor?  "Rollerball" used as example.

Example shown with 18 Mbps down to 2.2 Mbps.  Primary visible change is "flattening" of grain.

Remark: Some people seem to dislike such techniques.  Question: Why?

Remark: Relation to Q15-B-15?  Proponent: Main difference is that this proposal tries to model the actual characteristics of the source, where Q15-B-15 did not include parameterization and information provided along with stream (it used QP only for determining noise amplitude, and used a fixed noise spectral density).  Q15-B-15 was purely to improve perceptual sharpness, not to preserve characteristics of actual grain.

Specific syntax not in proposal.

Scope question: The CFP was primarily worded for extended chroma format and bit depth.  Are there other ways to approach this?  Proponent: While not within the wording of the CFP, this certainly fits well within the scope of the intended application.  Also, this is not a significant, or even normative, change to the standardized codec.

Some wording that was in the CFP: Requirements of the amendment as listed include "High visual quality when operating with extended bit depths and 4:4:4 chroma format is a priority.  Minor modifications to the JVT tools may be required to satisfy this requirement."  Since this technique does not even require a change to coding methods, it is less intrusive than a technique for achieving high visual quality that would.

Question: Method of noise synthesis would not be normative – only meaning of SEI message.  Are we sure about that?

Potentially more general than a new profile – since an SEI message, not tied to a specific profile.

Proponent acknowledges that this is not fully mature for adoption at this point (e.g., no syntax proposed).  However, the question is there is interest in investigating something along these lines for potential adoption at a later stage (e.g., the next meeting).  Yes, there is interest.

How often to send SEI message – don't need too often.

Note that SEI can be used in a backward compatible way without being tied to a profile in any way, although we would like to bundle up approval of such a thing with the amendment "train leaving the station".

Test material would help – seek some.  Testing conditions.  Set up AHG.


JVT-H024L Prop.(PExt – M)  [Topiwala] Inf.(PExt)  Coding of 4:4:4 Video in PExt
Opinion regarding 4:4:4.
Support for separate quantization step size capability for all color channels.

Also support for different bit depth for each chroma channel.

Note that the chroma transforms are floating point in current spec, and this implies rounding loss.
JVT-H023* [Topiwala] Inf.(PExt)  Higher Sample Depth Video, Up to Lossless

Proposes support for longer transforms.
Discussion of theoretical coding gain.  Remark: For prediction error?  No.

Indicated to be more important for intra.  Remark: Any test showing that?  (previous reports of competitive performance with JPEG-2000, for example) – no test data provided.
Proponent: Consider extension of schedule for new coding tool?  Remark: Schedule and scope of JVT activity is established by the parent.

Proponent: Consider a larger transform size without block-size adaptivity, as adaptivity complicates the design.  Remark: Transform block size should generally be no larger than the motion compensation block size.
Remark: We have limited experience and understanding of performance capability on high-res material, and certainly on higher bit depth & chroma resolution material.

Remark: Limited capability to test these applications at our meetings – lack of equipment availability (players, high-quality projection system, etc.), for example.  Possibly good equipment at December meeting.
Remark: Concern expressed over risk of new tools on near-term schedule.
If opening up to new tools, is a larger transform the only meritorious thing to consider? Do we have enough evidence to conclude that a larger transform would be very beneficial?
A key part of the question is schedule.  The scope of the call and the schedule do not seem to 
Put schedule in report.

Is the schedule intended to include bitstream exchange, conformance, reference software, and verification for the new profiles?  Perhaps the first two (or three)?
How to coordinate reference software with ongoing need to have improved version 1 reference software.
JVT-H029* [Gordon+] Prop.(PExt) ABT for Film Grain in Prof. High-Def

Proposes to add ABT functionality to improve coding performance on high-res video, particularly for content with film grain.

Desire for preservation of film grain.  Used 4.0d software (the last that included ABT).

Deblocking turned off (probably better to use some, e.g., light, deblocking).

6 high-res sequences - 1920x1088 scans.  IPPP…, +/- 48 MV search (would be nice to have more), CABAC, 1 reference frame, R-D opt on. Avg 9.75% BDSNR gain. (9.6% with 2 reference frames, 8% with B pictures included).

Remark: No B pictures?  Proponent: Don't want to tolerate variations in quality by low-fidelity B pictures.  4.0d software was using increased Lambda for B pictures.  Do see somewhat less gain when using B pictures (benefit appears to reduce to about 8%).  Search range is an issue in using B.

Remark: Different quantization was used in ABT.  Different offset in the rounding?  Proponent: Think this was the same in ABT as non-ABT.  (However, does that really mean equivalence?)

Question: Wasteful to spend bits on film grain?  Proponent: Think ABT valuable for more than just coding film grain.

Question: Using isolated coefficient cancellation? Left this alone – whatever 4.0d software was doing.  Remark: Think it would look better if this is turned off.

Remark: Our previous estimate was 5-6% on high-res.  Proponent: Very high res and film grain may amplify the effect.  Remark: A matter of what test sequences used.

Proponent: Perceptual quality may be more than PSNR quality.

Remark: Does this fit within the spirit of "Minor modifications to the JVT tools may be required to satisfy this requirement"?  Within the "professional profile" intent?  This could be a big amendment (it was 30 pages and growing when we dropped it before).

Remark: Maybe forget about the 4x8 and 8x4 transforms and use only 4x4 and 8x8?

Question: Have they tried on material without film grain? Yes – Univ. Hannover site "Crew" (8%), "Riverbed" (17%), (IPPP, one reference frame, …).

Remark: As a committee, we should try to understand this issue.

Remark: Don't want to destabilize the design – ABT wasn't ready – why reconsider?

See additional remarks above on this subject in relation to Topiwala contributions.
5.0
Conformance Bitstreams and Bitstream Exchange

JVT-H027L [Zhao+] Inf.(Bits)  Bitstream Exchange and Comments

Provides some baseline profile bitstreams for exchange.

Output document WD of Conformance specification.

6.0
Verification Testing

To review verification test plan to ensure that we fulfill the goals & schedule as provided.

7.0
Coordination Issues
JVT-H033L [Lindbergh+] Support for New Video Formats (e.g., H.264/AVC) in H32x

Proposal D.299 of SG16 from United States for draft new Recommendation H.241 for support of H.264/AVC and future standards in H.32x systems (commands, indications, recovery, transport, capability exchange).  RTP payload packetization.  Coordination with IETF needed.  Ability to aggregate multiple NAL units in single RTP packets is in question.

Joint Discussion with WP2 Questions

Related SG 16 documents:

· D.299 Proposed draft H.241 – See above as JVT-H033

· D.336 Changes to H.320 (codepoints)

· D.340 Changes to H.245

· TD (2) 41 Amendment 3 of H.222.0

· TD (2) 43 Changes to H.320 series documents (editorial)

· TD (2) XX Draft H.241 incorporating RTP payload packetization as an Annex

Review of H.241 content: Some minor issues discussed. Issue of RTP payload packetization – proposed to standardize the most stable subset of the draft capabilities of the future intended IETF RFC as an annex to H.241.  Discussed – implementers appear prepared to move forward on this basis, considering it acceptable to be required to support two formats in the future.

June 14 FPDAM ballot close for H.222.0 | 13818-1 Amendment – TD (2) 41.
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