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1. Abstract

This contribution proposes a method of reducing the complexity for B-picture. B-picture needs additional memory for storing motion vector used in direct mode, and a wide memory bandwidth is necessary for motion compensation. In this contribution, we mention three topics about B-picture. First, we report the evaluation result of both direct modes. Next, we propose to store motion vectors of one picture only, which was already proposed in JVT-E076 at Geneva meeting [3]. At last, we propose the scheme of memory access reduction for motion compensation.

2. Comparison of Direct Mode using Temporal Technique and Spatial Technique

2.1. Background

There are two types of direct mode in JFCD [1]. One is temporal technique of direct mode and the other is spatial technique of direct mode. In this section we show that the coding efficiency of each technique deeply depends on test sequences, and both techniques are useful to improve coding efficiency. We have already concluded that both direct modes are needed to improve coding efficiency for QCIF and CIF sequences in JVT-E076 [3]. This time, we simulate and compare results with SD (720x480i) and HD (1280x720p) sequences.

2.2. Simulation and Results

To compare the coding efficiency of both direct modes, we have simulated both direct modes by using bug fixed JM5.0 software [6]. Test sequences and coding conditions are as follows.

· Search Range:  
32

· Number of Reference Frames:
3

· GOP structure:  
IBBPBBP

· Entropy coding:  
CABAC

· RD Optimization:  
Used

· Interlace Coding (SD):  
adaptive frame/field

· QP:  
28,32,36,40

· Number of Frames:  
300(QCF,CIF), 90(SD,720p)

· Sequences(QCIF,CIF):  
foreman, container, news, silent, paris, tempete, mobile

· Sequences(SD):  
Canoa, F1car, Football, Rugby, Tempete

· Sequences(720p):  
BigShips, City, Crew, Cyclists, Harbour, Jets, Night, Raven, Sailormen, 

ShuttleStart, Spincalendar

Figure 1 and Figure 2 and Figure 3 show the AVSNR [9] of direct temporal compared with direct spatial.

The results of QCIF and CIF are already reported by JVT-E076 [3]. Direct temporal is much better than direct spatial for container and tempete sequences, while direct temporal is much worse than direct spatial for foreman sequence. 

In the result of SD sequences, temporal direct is much better than spatial direct for tempete. The motion of this sequence is very slowly compared with other SD sequences and almost pictures of this sequence are coded by frame structure. But in all other SD sequences spatial direct mode is better than temporal.

In the result of 720p HD sequence, a lot of sequences show better coding efficiency in temporal direct, especially Jets and Spincalendar. These pictures move very slowly too. 

From these results, we conclude that both direct temporal and direct spatial are needed to improve coding efficiency for all sequences, especially frame structure coding.
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Figure 1 AVSNR of direct temporal compared with direct spatial in QCIF and CIF (I/P/B pictures).
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Figure 2 AVSNR of direct temporal compared with direct spatial in SD (I/P/B pictures).
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Figure 3 AVSNR of direct temporal compared with direct spatial in 720p (I/P/B pictures).
3. Memory Reduction of MV Storage for Temporal Technique

3.1. Additional Memory for Direct Mode

Direct mode refers some information of the co-located picture. In JVT standards, any stored picture can be the co-located picture by using reference picture index reordering function. Therefore information required for direct mode has to be stored with the corresponding decoded picture in a multiple picture buffer.

In direct spatial, motion vectors are conducted by referring the decoded motion vectors of the surrounding blocks and stationary flag of the co-located block. Therefore additional memory storage for direct spatial is approximated to 1 bits * number of blocks per each reference picture.

In direct temporal, motion vectors are conducted by referring the decoded motion vectors of the co-located block. Therefore additional memory storage for direct temporal is approximated to 8 bits (+/-32 pels motion vector range for 1/4 pel accuracy) * 2 (horizontal/vertical) * number of blocks per each reference picture.

The required additional memory storage size of direct temporal is much larger than that of direct spatial. For example, if source format is CIF resolution and number of reference pictures are fifteen, additional memory size for direct temporal is 8 * 2 * (352 * 288) / 16 * 15 = 1520640 bits = 186Kbyte. This additional memory capacity cannot be negligible. Therefore, reduction of memory to store motion vector for direct temporal is very important.

3.2. Solution for Frame Picture Structure

We propose to store motion vectors of the last decoded P-picture only for direct temporal. This restriction does not degrade coding performance for usual picture coding structure.

Figure 4 shows an example of usual picture coding structure. In Figure 4, the pictures are located in the display order and its bitstream order is I0, P1, B2, B3, P4, B5, B6, B7,.... In our proposed method, motion vectors of co-located picture (P1) which are used at decoding B2 and B3, can be referred until P4 is decoded. And motion vectors of co-located picture (P4) which are used at decoding B5, B6 and B7, can be referred until P8 is decoded. Therefore there is no coding efficiency loss by restricting to store motion vectors of only the last decoded picture. This is true even if some B-pictures are stored B-pictures.
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Figure 4 Example of Frame Picture Structure.

Figure 5 shows another example of special picture coding structure. In Figure 5, the pictures are located in the display order and its bitstream order is I0, P1, B2, B3, P4, B5, B6, B7,.... In our proposed method, motion vectors of P4 is kept in memory until P8 is decoded. When B5 and B7 are decoded, motion vectors of co-located picture (P4) can be referred. However when B6 is decoded the motion vectors of B5 cannot be referred as motion vectors of B-picture (B5) are not stored by our method. Therefore, B6 shall be coded as direct spatial or P4 shall be used as the co-located picture.

We believe that this picture coding structure is not common compared to Figure 4 example. And there is no significant coding efficiency loss, because pictures except B6 and B10 show the same coding efficiency. Further more, by encoding B6 and B10 using direct spatial, it may show better performance than direct temporal. Therefore this disadvantage is negligible compared with the benefit of memory reduction.
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Figure 5 Example of Frame Picture Structure.

3.3. Solution for Field Picture Structure

Figure 6 shows an example of usual field picture structure. InFigure 6, the pictures are located in the display order and its bitstream order is I0, P1, P2, P3, B4, B5, B6, B7,.... Motion vectors of P2 and P3 should be stored until B4, B5, B6 and B7 are decoded.

To satisfy this condition, we propose to store motion vectors of the last decoded P-picture with the same parity only.

By using our proposal, it is clear that the motion vectors of P2 and P3 can be referred when B4, B5, B6 and B7 are decoded, and the motion vectors of P8 and P9 can be referred when B10, B11, B12 and B13 are decoded. There is no coding efficiency loss by restricting to store motion vectors of only the last decoded P-picture having the same parity.
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Figure 6 Example of Field Picture Structure.

3.4. Simulation and Results

To evaluate the effectiveness of this restriction, we have implemented the structure shown in Figure 5 (IBBsBPBBsBP) by using JM5.0 software [6]. Test sequences and coding conditions are as follows.

· Search Range:  
32

· Number of Reference Frames:
3

· GOP structure:  
IBBsBPBBsBP

· Entropy coding:  
CABAC

· RD Optimization:  
Used

· QP:  
28,32,36,40

· Number of Frames:  
300 (CIF,QCIF), 90 (720p)

· Sequences(CIF,QCIF):  
foreman, container, news, silent, paris, tempete, mobile

· Sequences(720p):  
Jets, BigShips, City
Figure 7 shows the AVSNR [9] of proposed scheme compared with original JFCD [1] with using temporal direct mode only. And Figure 8 shows the AVSNR [9] of proposed scheme compared with original JFCD [1] with using combine temporal and spatial direct mode. 

In the results of temporal only simulation, the coding efficiency of foreman, news, silent and paris are decreased about 4.5%, because these sequences have irregular motions. But the decreasing of other sequences (regular motion sequences) is negligible. 

In the results of combine simulation, the decreasing of coding efficiency is very small for all sequences. If a picture can’t be coded good efficiency with temporal direct, we can use special direct instead of temporal direct, and the decreasing of efficiency become negligible as Figure 8.

From these results, we conclude that the store motion vector can be restricted to one picture only.
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Figure 7 AVSNR of motion vector restriction scheme compared with original JFCD in temporal only direct mode (I/P/B pictures).
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Figure 8 AVSNR of motion vector restriction scheme compared with original JFCD in combine temporal and spatial direct mode (I/P/B pictures).

3.5. Proposed Revision

Changes to Geneva modifications draft 37 [2] are very simple. Only adding the following two changes.

· Motion vectors of only the last decoded P-picture are stored for frame picture structure. Motion vectors of only the last decoded P-picture having the same parity are stored for field picture structure,

· Encoder shall not use temporal technique for direct mode if the motion vectors of its co-located picture are not stored.

The followings are proposed revision to Geneva modifications draft 37 [2].

8.4.1.4.2.1  Derivation process for the co-located macroblock
Motion vectors of only the last decoded P-picture are stored for temporal technique if the last decode P-picture is coded in a frame mode. Motion vectors of only the last decoded P-picture having the same parity are stored if the last decoded P-picture is coded in a field mode. Encoder shall use temporal technique only if the picture of index 0 in list 1 is the last decoded P-picture.

4. Memory Access Reduction of MC

4.1. Background

The most serious problem of memory bandwidth is the 6-tap filtering used in quarter pel motion compensation. The worst case of this problem occurs when all block sizes are 4x4 and coded with bi-prediction in QCIF and CIF sequences, and all block sizes are 8x8 and coded with bi-prediction in SD and HD sequences. The amount of memory access of each MB is calculated by (horizontal block size + additional pixel for MC) * (vertical block size + additional pixel for MC) * (number of blocks) * (bi-prediction) byte. We think that a reduction of this worst case is necessary for JVT coding.

4.2. Proposed Method

We propose to introduce 2-tap filter instead of 6-tap filter when a block is coded with bi-prediction in B-picture.

Figure 9 shows the sample positions for quarter pel interpolation. Shaded blocks indicate integer position, and un-shaded blocks indicate fractional position. According to JVT-E146d37 [2], each pixel of “b”, “h” and “j” is generated by 6-tap filter with tap value (1, -5, 20, 20, -5, 1) for every case of luma prediction. But this interpolation scheme demands large memory bandwidth especially in bi-prediction case, as described above. In order to solve this problem, we propose to use 2-tap filter when the block is coded with bi-prediction as follows.

· b = (A + B + 1) >> 1

· h = (A + C + 1) >> 1

· j = (h + l + 1) >> 1  or  j = (b + q + 1) >> 1
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Figure 9 sample positions for quarter pel interpolation.
Due to this proposed scheme, the worst case of memory access amount can be reduced significantly. Especially, in QCIF and CIF sequences, the difference becomes very large. Furthermore, if a target system can access the memory 64bit per one clock, 6-tap filter needs twice clocks 2-tap filter, because 6-tap filter needs 9 pixels for motion compensation of 4x4 block in QCIF and CIF sequences. Table 1 shows the amount of memory access for motion compensation of proposed scheme comparing with original scheme. These values are calculated as follows.
· QCIF and CIF

Original MC:
(4 + 5) * (4 +5) * 16 * 2 * (Max Sample Processing Rate MB) byte/s

Proposed MC: 
(4 + 1) * (4 +1) * 16 * 2 * (Max Sample Processing Rate MB) byte/s
· SD and HD

Original MC:
(8 + 5) * (8 +5) * 4 * 2 * (Max Sample Processing Rate MB) byte/s

Proposed MC: 
(8 + 1) * (8 +1) * 4 * 2 * (Max Sample Processing Rate MB) byte/s
Table 1  The amount of memory access for motion compensation.

	
	Original MC
	Proposed MC

	
	byte / MB
	byte / sec
	byte / MB
	byte / sec

	QCIF  (Level 1)
	2592
	3.8 M
	800
	1.2 M

	CIF  (Level 2)
	2592
	30.8 M
	800
	9.5 M

	SD  (Level 3)
	1352
	54.8 M
	648
	26.2 M

	HD  (Level 4)
	1352
	332.3 M
	648
	159.2 M


4.3. Simulation and Results

To evaluate the effectiveness of this restriction, we have implemented the proposed scheme by using JM5.0 software [6]. Test sequences and coding conditions are as follows.

· Search Range:  
32

· Number of Reference Frames:
3

· GOP structure:  
IBBPBBP

· Entropy coding:  
CABAC

· RD Optimization:  
Used

· QP:  
28,32,36,40

· Number of Frames:  
300 (CIF,QCIF), 90 (SD,720p)

· Sequences(CIF,QCIF):  
foreman, container, paris, mobile

· Sequences(SD):  
canoa, tempete

· Sequences(720p):  
Sailormen, Crew, BigShips, City
Figure 10 shows the AVSNR [9] of proposed scheme compared with JFCD [1]. In this result, almost sequences are decreased coding efficiency negligibly. The worst bit loss is 1.8 % in “mobile”.

From these results, we conclude that 2-tap filter can be adapted when the target block is coded with bi-prediction in B-picture, and it reduces the worst memory access rate dynamically.
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Figure 10 AVSNR of introducing 2-tap filter MC with original 6-tap MC (I/P/B pictures).
4.4. Proposed Revision

Changes to Geneva modifications draft 37 [2] are very simple. Only adding the following one change.

· 2-tap filter is used for interpolation when the current block is coded with bi-prediction in B-picture, and in the other cases, 6-tap filter is used.

The followings are proposed revision to Geneva modifications draft 37 [2].

8.4.2.2.1  Luma sample interpolation process
The luma prediction values at half sample positions shall be obtained by applying a 6-tap filter with tap values (1, -5, 20, 20, -5, 1). But a 2-tap filter is applied instead of a 6-tap filter when the target block is coded with bi-prediction in B-picture. The luma prediction values at quarter sample positions shall be obtained by averaging samples at integer and half sample positions. The process for each fractional position is described below.
–
If the target block is not coded with bi-prediction in B-picture, the samples at half sample positions labelled ‘b’ shall be obtained by first calculating intermediate values denoted as ‘b’ by applying the 6-tap filter to the nearest integer position samples in the horizontal direction. The samples at half sample positions labelled ‘h’ shall be obtained by first calculating intermediate values denoted as ‘h’ by applying the 6-tap filter to the nearest integer position samples in the vertical direction:



b=(E-5F+20G+20H-5I+J),



h=(A-5C+20G+20M-5R+T).



The final prediction values shall be calculated using:



b=Clip1((b+16)>>5),



h= Clip1((h+16)>>5).
–
If the target block is coded with bi-prediction in B-picture, the samples at half sample positions labelled ‘b’ shall be obtained by first calculating intermediate values denoted as ‘b’ by applying the 2-tap filter to the nearest integer position samples in the horizontal direction. The samples at half sample positions labelled ‘h’ shall be obtained by first calculating intermediate values denoted as ‘h’ by applying the 6-tap filter to the nearest integer position samples in the vertical direction:



b=(G+H+1)>>1,


h=(G+M+1)>>1.
–
If the target block is not coded with bi-prediction in B-picture, the samples at half sample position labelled as ‘j’ shall be obtained by first calculating intermediate value denoted as ‘j’ by applying the 6-tap filter to the intermediate values of the closest half sample positions in either the horizontal or vertical direction because these yield an equivalent result.



j=cc-5dd+20h+20m-5ee+ff, or



j=aa-5bb+20b+20s-5gg+hh,


where intermediate values denoted as ‘aa’, ‘bb’, ‘gg’,  ‘s’ and ‘hh’ shall be obtained by applying the 6-tap filter horizontally in an equivalent manner to ‘b’ and intermediate values denoted as ‘cc’, ‘dd’, ‘ee’,  ‘m’ and ‘ff’ shall be obtained by applying the 6-tap filter vertically in an equivalent manner to ‘h’.  The final prediction value shall be calculated using: j=Clip1((j+512)>>10).
–
If the target block is coded with bi-prediction in B-picture, the samples at half sample position labelled as ‘j’ shall be obtained by first calculating intermediate value denoted as ‘j’ by applying the 2-tap filter to the intermediate values of the closest half sample positions in either the horizontal or vertical direction because these yield an equivalent result.


j=(h+m+1)>>1, or



j=(b+s+1)>>1.

where intermediate values denoted as ‘s’ shall be obtained by applying the 2-tap filter horizontally in an equivalent manner to ‘b’ and intermediate values denoted as ‘m’ shall be obtained by applying the 2-tap filter vertically in an equivalent manner to ‘h’.
5. Conclusion

We show that both direct temporal and direct spatial are needed to improve coding performance for any sequences, and propose to restrict to store motion vectors of the last decoded P-picture only. Additionally we propose to introduce 2-tap filter instead of 6-tap filter in motion compensation when the target block is coded with bi-prediction in B-picture. By using these proposals, memory to store motion vectors for direct temporal can be dramatically reduced and the maximum memory bandwidth can be reduced without significant coding loss. Therefore we propose that these proposals are incorporated into the current working standard
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