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1. Introduction

In this document we present a performance analysis of the two Bi-predictive picture Direct modes (Spatial and Temporal Direct Modes). From this analysis we observe that both modes are beneficial for the JVT design since, apart from the different architectural benefits that each one may provide, they tend to perform distinctively different for different types of sequences. A combination of these modes using Rate Distortion Optimization selection is also presented which demonstrates that their combination could yield better performance compared to using either direct mode separately. 

Some issues with the current FCD text related to both Spatial and Temporal Direct Modes are also addressed. 
2. Spatial Direct Mode 
During our implementation of the Spatial Direct mode, we have observed that with the current description we allowed reference frames to change even at a 4x4 block size due to the consideration of quasi-stationary motion in the collocated block. This could potentially cause problems into some decoder designs, thus during the implementation a different approach was used to avoid this problem, by only making such a consideration if the preliminary reference frame is the same as the first picture in list 1. It is though necessary to correct the FCD text as well, which is provided here:
10.3.3.1 Spatial technique of obtaining the direct mode motion parameters

The first step in the spatial technique for direct mode prediction is the determination of the reference picture index for each list (list 0 and list 1).

The reference picture indices for the neighbouring blocks A, B, C, and D within the current slice for the 16x16 current luma block E, as described in subclause 8.4.1.1 and shown in Figure 8‑4, shall be used to determine the reference picture index for each list.  The reference picture index for each list (list 0 and list 1) shall be the minimum reference picture index among the reference picture indices used from the same list for the prediction or bi-prediction of the neighbouring blocks.  If no neighbouring blocks are present within the current slice that use prediction from the same list, either for prediction or bi-prediction, the reference index for that list shall be interpreted as not existing.

If the reference index exists for either list, decision of the associated motion vector values for that list for each 4x4 block of the current macroblock depends on the coded parameters of the co-located 4x4 blocks in the first picture in list 1. If the reference index of either list is zero, the first picture in list 1 is a short-term picture, and if all lines of the co-located 4x4 block were predicted using list 0 prediction with reference picture index 0 and motion vector components in the range of -1 to 1, in sub-pixel units, inclusive, then the motion vector for this 4x4 block is set to (0, 0). Otherwise, the associated motion vector shall be obtained, using the 16x16 block motion vector prediction, as described in subclause 8.4.1 by using the reference picture index for each list.

If both reference picture indices exist, then the block is predicted as a bi-prediction block using the corresponding reference picture index and associated motion vector for each list. Otherwise, if a reference picture index exists for only one of the two lists, the block shall be predicted by single-list prediction using the reference picture index and associated motion vector for the existing candidate. Finally, if neither reference picture index exists, bi-prediction shall be used with reference picture index zero and associated motion vector (0, 0) for both lists.

3. Temporal Direct Mode 

As it was pointed out on the reflector, the current text for the temporal direct mode appears to have not considered the case of the collocated block has only a list 1 motion vector, but also seems to poorly consider the case that both lists point to the same direction (currently the temporal distance is always considered as a unsigned value). 
We believe that the second problem is easy to fix with the consideration of a signed value for the temporal distance (basically considering temporal distance as a vector), which would allow us to properly scale and invert if necessary our motion vectors. As an alternative we may also consider both list 0 and list 1 motion vectors of the collocated block for the calculation of the direct parameters, and copy and scale them accordingly. A related proposal from Toshiba is also presented and thus we will not elaborate on this further.

If the collocated block has only a list 1 motion vector, then we may consider one of the following alternatives. 

a. Similar to the motion vector prediction process, if only a list 1 motion vector is available then the motion vectors are set to zero, and the list 0 reference picture for the direct mode is the most recent temporally preceding stored picture.
b. The list 1 motion vector is used instead of the list 0 (since it is not available). In this case the list 1 reference picture does not need to change, while the list 0 reference picture for the direct mode is the most recent temporally preceding stored picture. As an alternative, single-list prediction maybe used instead of bi-prediction using the list 1 motion vector. 
c. Motion vectors are calculated using the spatial direct method for this block.

From the above we think that (a) is the simplest in concept, even though (b) also seems to be an interesting approach. 
4. Spatial and Temporal Direct Mode comparisons
We have used the testing conditions described in [4], and included some additional sequences, to analyze the performance of the Spatial and Temporal Direct modes. Furthermore we have also performed some additional simulations to evaluate the performance of the new RDO for B pictures that was introduced in [5-6]. Furthermore, considering that both temporal and spatial modes might have different properties and give different performance benefits for different types of sequences, we have combined these two schemes using a picture level Rate Distortion Optimization selection. This selection was done by minimizing the equation:
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We need to point out that this selection was not performed within the current software but after the sequences were encoded using the two different direct mode methods, but we believe it is legitimate enough since B pictures were not used as references themselves to code any other picture. The selection could easily be ported within the software, as is also currently done for the picture level Adaptive Field/Frame coding. Detailed results can also be found within the additional excel documents provided. The results are for the entire sequence and not for B pictures exclusively.
Table 1: Performance comparison of Spatial and combined method versus current Temporal (JM4.1d)
	Scheme
	Entr.
	Seq.
	ForQ
	Cont
	News
	Paris
	Sil
	Mob.
	Temp.
	ForC
	StefQ
	StefC
	CoastC

	Spatial
	CAVLC1
	(PSNR
	0.149
	-0.219
	-0.047
	-0.028
	-0.013
	-0.021
	-0.174
	0.048
	0.100
	0.174
	0.125

	
	
	(Bitrate %
	3.63
	-6.21
	-1.19
	-0.68
	-0.34
	-0.54
	-4.92
	1.31
	2.14
	4.00
	3.45

	
	CAVLC5
	(PSNR
	0.175
	-0.215
	-0.038
	0.009
	0.028
	0.036
	-0.201
	0.131
	0.106
	0.200
	0.172

	
	
	(Bitrate %
	4.24
	-6.20
	-0.91
	0.21
	0.77
	0.72
	-5.07
	3.63
	2.29
	4.54
	4.79

	Comb.
	CAVLC1
	(PSNR
	0.165
	0.011
	0.029
	0.013
	0.031
	0.085
	0.005
	0.149
	0.112
	0.192
	0.167

	
	
	(Bitrate %
	3.97
	0.26
	0.70
	0.34
	0.82
	1.99
	0.11
	4.36
	2.36
	4.39
	4.67

	
	CAVLC5
	(PSNR
	0.186
	0.03
	0.034
	0.031
	0.057
	0.126
	0.008
	0.192
	0.119
	0.212
	0.207

	
	
	(Bitrate %
	4.50
	0.09
	0.081
	0.79
	1.59
	2.77
	0.19
	5.37
	2.57
	4.79
	5.73

	oldRDO
	CAVLC1
	(PSNR
	-0.086
	-0.530
	-0.169
	-0.483
	-0.225
	-0.889
	-0.450
	-0.312
	-0.113
	X
	X

	
	
	(Bitrate %
	-2.10
	-14.27
	-4.16
	-11.52
	-6.05
	-20.98
	-12.28
	-9.76
	-2.61
	X
	X

	
	CAVLC5
	(PSNR
	-0.103
	-0.536
	-0.154
	-0.425
	-0.194
	-0.522
	-0.350
	-0.280
	-0.115
	-0.190
	-0.351

	
	
	(Bitrate %
	-2.67
	-15.26
	-3.71
	-10.94
	-5.39
	-11.82
	-8.28
	-8.28
	-2.80
	-4.70
	-10.00

	Spatial
	CABAC1
	(PSNR
	0.084
	-0.216
	-0.044
	-0.035
	-0.021
	-0.035
	-0.181
	X
	X
	X
	X

	
	
	(Bitrate %
	2.26
	-6.27
	-1.18
	-0.82
	-0.61
	-0.70
	-4.90
	X
	X
	X
	X

	
	CABAC5
	(PSNR
	0.115
	-0.210
	-0.030
	0.004
	0.013
	0.012
	-0.177
	X
	X
	X
	X

	
	
	(Bitrate %
	2.77
	-5.97
	-0.86
	0.10
	0.37
	0.53
	-4.86
	X
	X
	X
	X

	Comb.
	CABAC1
	(PSNR
	0.099
	0.014
	0.025
	0.013
	0.024
	0.085
	0.004
	X
	X
	X
	X

	
	
	(Bitrate %
	2.65
	0.32
	0.61
	0.32
	0.61
	1.88
	0.11
	X
	X
	X
	X

	
	CABAC5
	(PSNR
	0.125
	0.008
	0.035
	0.031
	0.042
	0.111
	0.006
	X
	X
	X
	X

	
	
	(Bitrate %
	3.01
	0.19
	0.80
	0.73
	1.12
	2.60
	0.13
	X
	X
	X
	X


From the above results, an immediate observation is that the new RDO gives considerable benefits in performance (up to 15%) compared to the old RDO. Furthermore, as we have discussed previously, the Spatial and Temporal methods tend to give different benefits for different sequences. 
For smoother,small, and regular motion the temporal method seems to be considerably better, while the spatial method gives better results when motion is irregular in terms of time. In addition, we observe from our analytical results that the temporal technique seems to be usually better at larger QP values. This is relatively affected by the RD selection since for larger QPs the spatial method tends to rely more on the motion vectors generated within the same picture which are considerably affected by the larger ( value. The temporal method instead, since it can use motion vectors from P pictures (which themselves use a much lower ( value), is affected in a lesser degree by the larger ( of pictures. If though a picture level RDO selection, or some other method is used within the encoder for selecting which direct method is more appropriate to encode for the current block/macroblock, it is rather obvious that much better performance can be achieved compared to the performance of both methods. We observe for example that for Foreman at CIF resolution the spatial method gives about 1.31% smaller bitstreams on average, while the combination method can reduce the bitstream size by an additional 3% (4.36% compared to the temporal method).  This also seems to suggest that a similar combining could also be used for P pictures as well with the addition of a similar flag as direct_spatial_mv_pred_flag, which could allow a different type of skip mode (always zero or a direct method)
Apart from some of the benefits of the spatial method with regards to memory storage and division operations, this method is also more error resilient than the temporal method. This property is in particular important when Bi-predictive pictures are used instead of P pictures, since an error within one picture will have less impact on the remaining.  Thus it is our opinion that both methods are useful and should remain within the JVT standard.
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