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1. Introduction

In this proposal, we present an adaptive bit rate control scheme by adopting a fluid--flow traffic model and simple control theory. We focus on the variable bit rate (VBR) case while our scheme is also applicable to the constant bit rate (CBR) case. It should be emphasized that the VBR in our proposal means that the available channel bandwidth for the coding process is time varying. A buffer is used in our scheme to store the generated bits and to help adjust the coding process according to the dynamics of the channel bandwidth. In our proposal, the output of the buffer is set as the available channel bandwidth. One key part of the rate control scheme, the target bit rate for the current frame is determined by the frame rate, the current buffer occupancy, the target buffer level and the available channel bandwidth.

Meanwhile, since P frames nearer to the I frame are more important than the P frames which are further away in the same group of picture (GOP), more bits are allocated to the P frames nearer to the I frame in our scheme. These frames will then have a better coding quality. The prediction of subsequent frames will be based on better quality pictures, resulting in the improvement of the overall prediction gain.

2. Fluid-Flow Traffic Model

Let 
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 denote the total number of frames in a GOP, 
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 denote the jth frame in the ith GOP, and 
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 denote the occupancy of physical buffer. It can be shown from the fluid-flow traffic model  that
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where A(
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) is the actual bits generated by the jth frame in the ith GOP, u(
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) is the available channel bandwidth, 
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 is the predefined frame rate and 
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 is the buffer size.

Although (1) models the dynamics of physical buffer exactly, it cannot represent the exact underflow level because 
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 is bounded by 0. As the buffer is underflow, part of the available bandwidth is unused. The temporarily unused bandwidth should be compensated by the next frame. However, this cannot be achieved by using (1). To overcome this, we introduce a concept of “virtual buffer" as follows:
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The major difference between the physical buffer and the virtual buffer is that the “occupancy” of virtual buffer can be negative. The connection between two buffers is given as follows:
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where the initial value of 
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 is 0 and it is updated frame by frame as follows:

If 
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 records the maximum underflow level. 

In our scheme, the target bit rate for each frame is computed by using 
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3. Adaptive Rate Control

Our scheme is composed of three layers: GOP-layer rate control, frame-layer control and MB-layer rate control.

3.1 GOP-Layer Rate Control

In this layer, we need to compute the total number of bits 
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 for each GOP. Same as [1,2,3], we assume that the GOP structure is IPP... P, with I being an intra—coded frame and  P being a forward predicted frame. The length of a GOP is usually 15-30 [4].

Same as [1,2],  we need to set the buffer fullness for each GOP.

In [1,2], the buffer occupancy is set to half buffer size after coding the initial I frame. This is fine for the first GOP. However, the buffer occupancy is kept around the half buffer size after coding  each frame and  is usually greater than half buffer size after  coding the first GOP. Meanwhile, the bits generated by subsequent I frames are usually very large. Therefore, it will be problematic to set the starting  buffer occupancy for other GOPs in this way.

To overcome this problem, we set the buffer fullness before coding each I frame as follows:

If the first GOP is being encoded, then, it is set to 0.

Otherwise, it is set to the last buffer occupancy of the previous GOP.

The total number of bits allocated for the ith GOP is computed as follows:
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It can be shown from (5) that the coding results  of the

latter GOPs depend on those of the former GOPs. To ensure that all GOP has an uniform quality, each GOP should use its own budget. In other words, the buffer occupancy should be kept at 0 after each GOP is coded.

3.2 Frame Layer Rate Control

The frame layer  rate control scheme consists of two stages: pre-encoding and post-encoding.

Pre-Encoding Stage:

The objective of this stage is to compute quantization

parameter for each macroblock (MB) or each frame. This is achieved via the following three steps:

Step 1 Macroscopic control (budget allocation among frames).  

The bits are allocated to each P frame based on its position in the GOP. Particularly,  more bits are allocated to the P frames nearer to the I-frame than the P frames which are further away in  the same GOP.  In this way, P frames nearer to the I-frame are encoded with better  quality, and subsequent P frames which are predicted from these higher quality P frames are also of better quality.  As a result, the overall prediction gain is improved. The bit allocation is implemented by predefining a target buffer level for each P frame.

After coding the ith I frame, we reset the initial value of target buffer level as 
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where 
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 is the actual buffer occupancy after coding the ith I frame.

The target buffer level for the jth P frame in the ith GOP is predefined and determined using the following equation:
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wherein Target(j+1) is the target buffer level, and 
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 is the positional weight of the lth P frame which satisfies 
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and
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The choices of 
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 in different cases are given as follows:

Case 1. Video sequences with  small GOP size (
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, MPEG):
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Case 2. Video sequence with large GOP size (VCEG):
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According to [4], the GOP size is usually 15-30. Therefore, our macroscopic control scheme (10) is very useful for MPEG [4].

It can be easily shown that 
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Thus, if the actual buffer fullness is exactly the same as the predefined target buffer level, it can be ensured that each GOP uses its own budget. However, since the rate-distortion (R-D) model is not exact [1,2], there usually exists an error between the actually buffer fullness and the target buffer level. We therefore need to compute a target bit rate for each frame to attenuate the error between the actual buffer fullness and the target buffer level. This is achieved by the following microscopic control.
Step 2 Microscopic control (target bit rate computation). 

Using linear tracking theory [6], the target bits allocated for the jth P frame in the ith GOP is determined based on the target buffer level, the frame rate, the available channel bandwidth and the actual buffer occupancy as follows:
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wherein ( is a constant and its typical value is 0.5. Further adjustment by a weighted smoothing of the target bit rate is given as 
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wherein 
[image: image34.wmf]b

 is a constant and its typical value is 0.5. 
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 is updated frame by frame as follows:
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Post-encoding Stage:

After encoding a frame, the total number of actual generated bits A(
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is added to the current buffer occupancy. To ensure that the updated buffer occupancy is not too high, the frame skipping parameter 
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 is set to zero and increased until the following buffer condition is satisfied [1]:
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wherein the buffer fullness is updated as follows:
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3.3 MB-Layer Rate Control.

Once the target bit rate for each frame is determined, the macroblock layer rate control is the same as that in TMN-8 [3] or that in [1]. 

4. Experimental Results

Two groups of experiments are carried out.

Group 1 Variable bit rate (VBR)

The experimental conditions are given as follows:

Testing platform: MsFGS-V4_2.0;

Test sequences: children2, container, coastguard, and carphone; 

Format: QCIF(4:2:0);

Input frame rate is 30 frames/s, output frame rate is 10frames/s;

50 frames are used for each sequence;

fame types of encoding are: IPPPPP…;

QP for the first frame is 15;

Bandwidth: 4266 bits/frame (
[image: image41.wmf]28

1

£

£

j

), 6399 bits/frame    (
[image: image42.wmf])

50

29

£

£

j

.

We only consider the frame layer rate control in this group. The average PSNR and coded frames are given in Table 1. The average PSNR is improved by 0.3-0.4 dB. It should be mentioned that the gap will be larger if we study  two or more GOPs. The reason is given as follows:  we cannot set  the initial buffer occupancy at half buffer size for the second and the subsequent GOPs because the actual buffer occupancy is about half buffer size after coding the first GOP and the size of I frame is usually very large. We can only set it at the actual buffer level. But then in this case, the buffer occupancy will be very high after coding the second I frame and similarly for the subsequent I frames. Many frames will then be skipped after coding these  I frames. Obviously, the prediction gain is low if the video sequence has high motions. As a result, the average PSNR will be reduced while the number of frames skipped will be increased.

Table 1 Comparison between our scheme and MPEG-4 Q2

	Video sequence
	Average PSNR  

Ours (MPEG-4 Q2)
	Coded Frames Ours(MPEG-4 Q2) 

	Children2
	27.73(27.35)
	50(50)

	Container
	37.35(37.04)
	50(50)

	Coastguard
	31.98(31.67)
	50(50)

	Carphone
	35.57(35.16)
	50(50)


We also test the effectiveness of our proposed macroscopic control scheme (10) by considering the CBR case with 30 frames per GOP. The experimental results are given in Table 2 and the average PSNR is improved by 0.02-0.4 dB.

Table 2 Experimental Results about Macroscopic Control Scheme (9)

	Video sequence
	Average PSNR  

with(without)
	Coded Frames with(without) 

	Container

Q0=15,10f/s,

2666bits/frame
	33.91(33.78)
	30(30)

	Weather

Q0=12,30f/s,

4266bits/frame
	31.25(30.9)
	30(30)

	Container

Q0=12,10f/s,

2666bits/frame
	34.6(34.2)
	30(30)

	Carphone

Q0=15,30f/s,

4266bits/frame
	28.18(28.16)
	30(30)


Group 2 Constant bit rate (CBR)

The experimental conditions are given as follows:

Testing platform: TMN 3.2 encoder;

Test sequences: mother and daughter, coastguard, bike_cif,     goldfish and hall; 

Format: CIF(4:2:0);

Input frame rate is 30 frames/s, output frame rate is 10frames/s;

240 frames are used for each sequence;

fame types of encoding are: IPPPPP…;

QP for the first frame is 10;

The experimental results are provided in the following five tables. It can be seen that the actual bit rates are closer to the target bit rate by using our scheme. The variation of bits generated by each frame is smaller in our scheme.

[image: image43.png]10

coastguard,CIF 384kb/s, 10HZ,Q0=10

395

385

38F

bits

375

365

T T T T T
o VNG

+ Proposed Scheme

© 4

000009, 05 0000%00 900 00 090

o

35
(]

10 Eil Eil a0 50 60 70 Eil

Frame No




       Figure 1 Bits vs frames, coastguard

Table 3 Mother and Daughter

	
	TMN8’s 
	Proposed

	
	PSNR(dB)
	Resulted

(Kb/s)
	Skipped

Frames
	PSNR(dB)
	Resulted
(Kb/s)
	Skipped

Frames

	
	Y 
	Cb
	Cr
	
	
	Y
	Cb
	Cr
	
	

	128Kb/s
	38.93
	43.88
	44.59
	128.15
	2
	38.93
	43.97
	44.67
	128.01
	0

	256Kb/s
	41.67
	45.89
	46.59
	256.33
	0
	41.67
	45.91
	46.62
	256.03
	0

	384Kb/s
	42.95
	46.66
	47.45
	384.26
	0
	42.95
	46.65
	47.45
	384.01
	0


Table 4 Coast Guard

	
	TMN8’s 
	Proposed

	
	PSNR(dB)
	Resulted

(Kb/s)
	Skipped

Frames
	PSNR(dB)
	Resulted
(Kb/s)
	Skipped

Frames

	
	Y 
	Cb
	Cr
	
	
	Y
	Cb
	Cr
	
	

	128Kb/s
	27.43
	38.20
	40.17
	128.15
	6
	27.36
	38.15
	40.16
	128.03
	2

	256Kb/s
	29.89
	39.88
	41.45
	256.32
	2
	29.83
	39.96
	41.38
	256.05
	0

	384Kb/s
	31.51
	40.85
	42.37
	384.44
	1
	31.46
	40.89
	42.23
	384.03
	0


Table 5 Bike

	
	TMN8’s 
	Proposed

	
	PSNR(dB)
	Resulted

(Kb/s)
	Skipped

Frames
	PSNR(dB)
	Resulted
(Kb/s)
	Skipped

Frames

	
	Y 
	Cb
	Cr
	
	
	Y
	Cb
	Cr
	
	

	128Kb/s
	28.11
	41.87
	48.28
	128.16
	8
	27.99
	41.66
	47.62
	128.04
	5

	256Kb/s
	31.06
	41.99
	48.12
	256.28
	3
	30.90
	41.75
	47.35
	256.02
	0

	384Kb/s
	32.79
	42.38
	48.33
	384.32
	2
	32.62
	42.27
	47.67
	383.88
	0


Table 6 Gold Fish

	
	TMN8’s 
	Proposed

	
	PSNR(dB)
	Resulted

(Kb/s)
	Skipped

Frames
	PSNR(dB)
	Resulted
(Kb/s)
	Skipped

Frames

	
	Y 
	Cb
	Cr
	
	
	Y
	Cb
	Cr
	
	

	128Kb/s
	29.74
	34.73
	34.21
	128.07
	5
	29.73
	34.76
	34.24
	132.30
	0

	256Kb/s
	33.66
	37.76
	37.51
	256.06
	0
	33.67
	37.78
	37.48
	256.00
	0

	384Kb/s
	35.95
	39.54
	39.43
	379.82
	0
	36.03
	39.61
	39.47
	383.90
	0


Table 7 Hall 

	
	TMN8’s 
	Proposed

	
	PSNR(dB)
	Resulted

(Kb/s)
	Skipped

Frames
	PSNR(dB)
	Resulted
(Kb/s)
	Skipped

Frames

	
	Y 
	Cb
	Cr
	
	
	Y
	Cb
	Cr
	
	

	128Kb/s
	36.09
	38.93
	40.82
	128.15
	4
	36.27
	39.02
	40.97
	128.04
	1

	256Kb/s
	38.22
	40.08
	41.94
	256.30
	1
	38.24
	40.07
	41.97

	256.04
	0

	384Kb/s
	39.15
	40.60
	42.38
	384.48
	0
	39.16
	40.60
	42.39
	384.03
	0
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· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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