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1 
Introduction

This document is an overview of a hypothetical reference decoder (HRD) designed for JVT standard.

Accompanying this overview document is an excerpted version of the draft standard itself.   The overview is not intended to precisely define the HRD, since the abbreviated draft standard does that.  Instead, the overview outlines the principles of operation, explains what is new, and reviews the advantages of this approach with respect to previous HRDs.  It also lists a set of issues that are not resolved in the document at this time, although solutions for many of the issues are being documented at this time.

The abbreviated draft of the standard contains all syntax and semantics needed for the HRD and an Annex D.  Annex D replaces Section 13 and contains normative text that outlines the required attributes of bitstreams or packet stream conforming to the standard; and informative text meant to aid the designer in understanding the behavior of the HRD.  The intent is that these pieces of text represent the sum total of all text regarding the HRD in the H.264 / MPEG-4 Part 10 Recommendation | International Standard.  

Subclauses D.1.2 and D.2.2 in the in the attached excerpted version of the standard are not new.  Subclause D.1.2 addresses the post-decoder buffer, and is a contribution from Nokia that was published in Fairfax.  Subclause D.2.2 is the majority of the pre-Fairfax Section 13 originally proposed by Microsoft, modified for consistency of terminology and with some redundant sections eliminated.

2 Principles of Operation

In the context of video compression standards, such as MPEG-1, MPEG-2, MPEG-4, H.261, H.263 and H.264 / MPEG-4 Part 10, a hypothetical reference decoder is a model for the timing of the flow of compressed data and decompressed pictures through a video compression decoder.  It serves to place constraints on the variations in bit rate over time in a compressed bit stream.  It may also serve as a timing and buffering model for a real decoder implementation or for a multiplexor, but this is a secondary role, and is not always part of the HRD design.

An HRD represents a means to communicate how the bit rate is controlled in the process of compression.  The HRD contains a pre-decoder buffer (or VBV Buffer) through which compressed data flows with a precisely specified arrival and removal timing, as shown in Figure 1.  An HRD may be designed for variable or constant bit rate operation, and for low-delay or delay-tolerant behavior.  The HRD described in this document handles all cases.
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Figure 1: A Hypothetical Reference Decoder

Compressed data representing a sequence of coded pictures flows into the pre-decoder buffer according to a specified arrival schedule.  All compressed bits associated with a given coded picture are removed from the pre-decoder buffer by the instantaneous decoder at the specified removal time of the picture.  

The pre-decoder buffer overflows if the buffer becomes full and more bits are arriving.  The buffer underflows if the removal time for a picture occurs before all compressed bits representing the picture have arrived.

HRDs differ in the means to specify the arrival schedule and removal times, and the rules regarding overflow and underflow of the buffer.

2.1 Previous HRD Designs

2.1.1 H.261 and H.263 HRDs

The HRDs in H.263 and H.261 were designed for low-delay operation.  They operate by removal of all bits associated with a picture at the first time the buffer is examined, rather than at a time explicitly transmitted in the bitstream.  They do not specify precisely when data arrives in the buffer.  This HRD does not allow for precisely timed removal of bits from the buffer and this makes it hard to design systems that display pictures with precise timing based on this model.

2.1.2 MPEG-2 VBV

The HRD in MPEG-2 (a.k.a. the VBV or Video Buffer Verifier) can operate in variable bit rate or constant bit rate mode and also has a low-delay mode.  The MPEG-2 VBV has two modes of operation based on whether a removal delay (the vbv_delay) is transmitted or not.  In mode A, when so-called vbv_delays are transmitted, the rate of arrival into the VBV buffer of each picture is computed based on picture sizes, vbv_delays and additional removal time increments (which are based on the picture rate and some additional flags in the bitstream).  This mode can be used by an encoder to create both variable and constant bit rate streams.  However, there is no way to know that a given stream is constant bit rate without scanning through the entire stream.  Mode A also suffers from an ambiguity at the beginning of the sequence that prevents the initial rate from being determined.  Thus, technically it is impossible to know whether the stream is CBR.

In Mode A, both underflow and overflow must be prevented by the encoder.

In Mode B, no explicit removal delays are transmitted, i.e. the encoder does not transmit the vbv_delay.  In Mode B, the arrival rate is constant unless the buffer is full.   Thus Mode B has no ambiguity about the initial rate.  However, it has an arrival schedule which may not be causal with respect to the real production of bits.  This limits its use as guidance for a multiplexor.  

In both modes, the removal times are based on a fixed frame rate.  Neither of these MPEG-2 VBV modes can handle variable frame rate, except for the one special case of film content captured as video (3:2 pull-down).  In this case, the removal time of certain pictures is delayed by one field period, based on the value of a bit field in the picture header of that or a previous picture.

Further description of the nature of the non-causality in Mode B is warranted.  In mode B, compressed data arrives in the VBV buffer at the peak rate of the buffer until the buffer is full, at which point it stops.  The initial removal time is the exact point in time when the buffer becomes full.  Subsequent removal times are delayed with respect to the first by fixed frame or field periods.  Suppose now that an encoder produces a long sequence of very small pictures (meaning that few bits were used to compress them) at the start of the sequence.  It would be possible in practice to produce 1,000 small pictures that all fit in the VBV buffer.  The first of these pictures would be removed from the buffer after less than 1 second in a typical scenario.  The last of these 1,000 pictures would sit in the buffer for 999 picture periods, or roughly 30 seconds.  This would represent a non-causal situation unless the transmission of the initial picture was delayed by the same amount of time.  However, in real-time broadcast applications, it is not possible to insert a 30 second delay at the encoder.  What a real-time encoder actually does in a circumstance like this, rather than insert the 30 second delay, is to wait until each picture is actually produced by the encoder before transmitting its bits associated with the small pictures.  So clearly, a real-time encoder cannot mimic the buffer arrival timing of the Mode B VBV.  This is what is meant by non-causality of Mode B.  

In Mode B, it is impossible for the buffer to overflow, as data stops entering when the buffer becomes full.  However, an encoder must prevent underflow.

The Mode B model is sometimes referred to as a leaky bucket.

The MPEG-2 VBV also has a separately specified low-delay mode.  In this mode, the buffer may underflow occasionally and there are precise rules, involving skipping pictures, that define how the VBV is to recover. 

Because of the number of modes of operation, and the arcane method of handling the one special case of variable frame rate that is handled, the MPEG-2 VBV is overly complex.  It also suffers from the initial rate ambiguity of Mode A and the possible non-causality in Mode B.

2.1.3 H.264 / MPEG-4 Part 10 HRD (Pre-Fairfax)

The initial HRD proposed and adopted for H.264 / MPEG-4 Part 10 is based on MPEG-2 Mode B.  However, no provision is made for variable frame rate, not even the 3:2 case handled by MPEG-2.  Furthermore, it retains the non-causality.  There is also no low-delay mode.  Nor is there an explicit way to signal constant frame rate operation.

One very useful new feature of the pre-Fairfax H.264 / MPEG-4 Part 10 HRD is the possibility to specify multiple VBV buffers in the HRD.  It is possible to use this feature to make the operation of real decoders more flexible in environments, like streaming video over IP networks, in which the actual arrival rate through the network may vary considerably from the coded bit rate of the compressed video.

2.2 New Proposed H.264 / MPEG-4 Part 10 HRD

The present HRD is a modified version of the leaky bucket approach of the pre-Fairfax H.264 / MPEG-4 Part 10 HRD.

The new aspects of the HRD are:

1. Explicit transmission of a pre-decoder buffer removal time delay for each picture.

This is represented by the syntax elements pdrd_xxx
 in the Buffering Period SEI Message and pre_dec_removal_delay[n] in the picture layer.

In past HRDs, the removal time was either the earliest possible removal time or calculated based on a fixed frame rate (with a rule to handle one specific exception from fixed frame rate in the case of MPEG-2).  In the new approach, each picture is removed from the VBV buffer at a time calculated by adding the pre-decoder buffer delay to the removal time of the previous picture.  

This allows the HRD to handle variable frame rate video arising from any source.  For example, to handle the carriage of film over video in MPEG-2, the HRD had special removal time rules based on the repeat_first_field flag in the picture header.  This caused the removal delays to alternate between two field times and three field times.  In video conferencing, on the other hand, the frame rate may change as the coding difficulty of the scene changes.  Both these cases and others can be handled by the explicit removal delay in the new HRD.

Therefore, the new HRD unifies multiple variable frame rate applications that previous HRDs had handled in different ways.

Note that the pre-decoder removal delay of a picture is not synonymous with temporal reference.  Temporal reference indicates display order - and possibly display time, if so defined (although it has not be defined this way in the past) - while the pre-decoder removal delay simply represents the removal time of the bits from the pre-decoder buffer.  This could be interpreted as a decoding time, but it is not necessary to equate the pre-decoder removal times with decoding times.  

Display time is more closely related to the removal time from a post-decoder buffer.

2. Delayed timing of the arrival of bits into the pre-decoder buffer based on the same removal time delays.  

This change makes the leaky-buffer model causal in the sense described in Section 2.1.2.

This also allows the same HRD model to handle low-delay and delay-tolerant scenarios, thus simplifying the HRD with respect to previous designs.  The HRD can operate in either low-delay or delay-tolerant modes without explicitly signaling which mode it is in.  It is possible for a decoder to know the real maximum delay in seconds induced by the bit stream rate variations.  Low-delay applications can set a low initial removal delay by setting pdrd_xxx to an appropriate low value.  Delay-tolerant applications are free to set the initial delay to any value small enough that the buffer would not overflow if filled at peak rate for that period of time.

3. Ability to specify two layers of compliance.

Unlike previous HRDs, it can be signalled in the bit stream that the "VCL" or Video Coding Layer conforms to an HRD, or that the NAL+VCL (NAL is the Network Adaptation Layer) conforms, or that both conform.  This allows flexibility in the compliance point to match the needs of different industry segments.  This is also useful when a stream may be re-purposed or transcoded from one network environment to another.  Note that the TBV which appeared in the Fairfax document has been replaced by an ordinary HRD pre-decoder buffer that operates on the multiplexed NAL+VCL stream.

3 Features and Differences With Respect to Previous HRDs

1. Enables completely flexible variable frame-rate operation (existed in H.263 HRD, not in JVT or MPEG-2).  Fixes issue with removal time calculations of delay-tolerant mode of JVT (output of Fairfax).

2. Unifies low-delay and delay-tolerant modes of JVT; this somewhat simplifies the HRD syntax and description.  Fixes low-delay mode of the Fairfax JVT, which was inconsistent with the pre-Fairfax leaky bucket definition.

3. Allows HRD pre-decoder buffer arrival times to more closely match those produced by real-time encoders, which simplifies the real-time multiplexing problem (this capability existed in the otherwise problematic C.3.1 variable rate mode of MPEG-2, but not in the C.3.2 variable rate mode; it did not exist in JVT)

4. Bit streams or packet streams are independently verifiable (improvement over H.263; same as MPEG-2&4).

5. Still follows the leaky bucket approach and is completely consistent with the pre-Fairfax multiple-leaky-bucket HRD; there are only minor changes to timing behavior.  Interpolation of transmitted buffers to determine an optimal buffer is still possible.

6. Still allows the same streaming advantages described in the pre-Fairfax JVT HRD.  In particular, arrival time delays described in the HRD do not have to be actualized in a streaming environment.

7. Allows HRD parameters for VCL, NAL+VCL or both.  NAL+VCL HRD parameters can be added to an existing stream with VCL HRD only.

8. Allows the amount of delay in time through a low-delay HRD to be explicitly controlled.

4 TBD Issues

1. There is an issue with the relation between the pre-decoder removal times and the display times.  We need to assure that the pre-decoder removal time is not later than the display time; and we can use the current temporal reference time-stamp, if present, to test this condition.  May possibly need to look at enforcing a lower bound on the pre-decoder removal times as well.

2. It is possible to support multiple CBR bitrates and multiple VBR bitrates by modifying the syntax to have one VBV loop with bit rate, buffer size and a cbr/vbr flag.

3. Regarding the syntax of the fields: It would be better to have a flexible syntax where the range of the bit rate, buffer size, and delay could be specified separately from the values.

4. The notation in D.2.2 is no longer consistent with that of the rest of the text.

5. Make the picture layer syntax into an SEI message

Change the naming of the "pdrd" in the Buffering Period SEI Message to reflect the "initial" 

6. nature of it.

7. The fixed point / was used as floating point operator.  Should use the real-valued divide.

8. Profile & Level Indicator is missing.

9. What are the level-based limits for the HRD parameters?

10. Need to provide stuffing to do CBR rate control - create a new SEI message.

11. Is there value in indicating in the NAL+VCL that the decoder should follow strict timing?

12. More precise way of indicating what are the NAL bits we are counting.

13. The basic description of the HRD in the overview would be nice to put in the spec.

14. There are some other typos: missing categories in the syntax; the use of parentheses not consistent with spec.

15. This document does not address the post-decoder buffer.  Nonetheless, Section D.1.2 in the attached excerpted version of the standard is the post-decoder content that was published in Fairfax.  This feature of the HRD needs to be discussed further, as it is not complete in the current draft.  Specifically, the display time referred to in Subclause D.1.2.2 is not in the syntax.
� The "pdrd" stands for "pre-decoder removal delay".
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