	Joint Video Team (JVT) of ISO/IEC MPEG & ITU-T VCEG

(ISO/IEC JTC1/SC29/WG11 and ITU-T SG16 Q.6)

4th Meeting: Klagenfurt, Austria, 22-26 July, 2002
	Document:  JVT-D111

Filename: JVT-D111.doc


	Title:
	Post Decoder Buffer for HRD

	Status:
	Input Document to JVT

	Purpose:
	Proposal

	Author(s) or
Contact(s):
	Chong-Soon Lim
Block 1022 Tai Seng Avenue
#04-3530 

Singapore 534415

Teck-Wee Foo
Block 1022 Tai Seng Avenue
#04-3530 

Singapore 534415

Sheng-Mei Shen

Block 1022 Tai Seng Avenue
#04-3530 

Singapore 534415

Shinya Kadono

1006 Kadomo, Kadomo, Osaka 

573-8501 Japan
	Tel:
Email:

Tel:
Email:

Tel:
Email:

Tel:
Email:
	(65) 6550-5487
cslim@psl.com.sg
(65) 6550-5474
twfoo@psl.com.sg
(65) 6550-5466

shen@psl.com.sg
+81-6-6900-9689
kadono@drl.mei.co.jp

	Source:
	Panasonic Singapore Laboratories Pte. Ltd.


_____________________________
1 Summary

The objectives of this proposal are to address the problem of post decoder buffer for sequences with B pictures and to provide possible solutions to solve the problem.  The current CD of JVT [1] allows multiple backward prediction frames for B pictures.  However this flexibility for B pictures requires post decoder buffer at the decoder to handle reordering of the pictures.  For hardware devices, the minimum memory requirement of this post decoder buffer needs to be clearly defined at the profile and level so that sufficient memory can be built.  Two possible solutions are presented in this document.  The first solution is to constraint the number of backward prediction frames and specifies this constraint at the profile and level.  The second solution is to allow post decoder buffer and reference frame buffer to share the same physical memory and to use a virtual post decoder buffer at the encoder to constraint the maximum number of reference frames.

2 Problem

The current committee draft of JVT [1] allows multiple backward reference frames to be used for prediction.  Figure 1 shows one example of such case.


Figure 1

An Example of B Picture Predicting from Multiple Backward Reference Frames

In this example, 

I0, B2, B4 and P8 are used as reference frames.

B1, B3, B5, B6 and B7 are disposable frames.

P8 is predicted from I0,

B4 is predicted from I0 and P8,

B2 is predicted from I0 and B4,

B1 is predicted from I0 and B2,

B3 is predicted from B2 and B4,

B5 is predicted from B4 and P8, 

B6 is predicted from B4 and P8, and

B7 is predicted from B4 and P8.

So the encoding order is I0, P8, B4, B2, B1, B3, B5, B6, B7.. and the display order is I0, B1, B2, B3, B4, B5, B6, B7, P8… .  For this example, reordering of the pictures need to be performed to obtain the correct display order.  To display the pictures continuously in real-time, the time to display the first I0 frame needs to be at least after the third encoded picture because B1 frame has not arrived to the decoder yet.  Thus there is a delay of at least three frames between the decoding time and display time of the first picture.  

The result of this requires a post decoder buffer to hold non-reference pictures so that they can be displayed continuously.  For example, after B5 frame has been decoded, it cannot be displayed immediately due to the delay of three frames.  Thus this frame has to be temporally stored in the physical memory of the decoder to wait for it’s time to display.  Since it is not a reference frame, it cannot be stored in the reference frame buffer.  Thus a post decoder buffer needs to be present to store this picture.  The size of post decoder buffer depends on the delay between the decoding time and display time.  This delay is also related to the maximum number of backward prediction frames used throughout the whole sequence.

Current profile and level definition only defines the maximum number of reference frames to be used for each level.  It does not restrict the maximum number of backward reference frames used for prediction.  So for hardware decoders, we have to always assume the worse case situation to determine the minimum number of physical memory required.  In the case if the maximum number of reference frames supported is defined as five, we have to assume the worse case example where there are one forward reference frame and four backward reference frames.  Therefore the physical memory at the decoder needs to be sufficient to handle the worse case for this profile and level.  Currently the minimum requirement for the post decoder buffer size is not defined.

3 The First Solution 

To solve this problem, the first solution is to define a constraint for this post-decoder buffer size.  Currently, if the maximum number of reference frames is five for Main Profile, a hardware decoder needs to allocate additional memory of at least three frames for the post decoder buffer so that it can handle the worse case.  The relationship between the post decoder buffer’s size and the maximum number of backward reference frames is shown in equation (1).

Post Decoder Buffer Size = Maximum Number Of Backward Reference Frames – 1
      (1)

Thus by defining a constraint for the maximum number of backward reference frames for each level of the Main profile, a compliant decoder is able to know the minimum memory requirement that is needed for post decoder buffer for a particular level.  The reason to constraint this is because a minimum memory size of (5+3) frames can be considered large to some applications.  By constraining the maximum number of backward reference frames, we can reduce this minimum memory requirement for some decoders and thus reduce the cost of implementation.  The table below shows the new level limits table for Main Profile.  The values for the maximum number of backward reference frames are to be decided by the JVT group.

Table A.1 – Level Limits

	Level Number
	Maximum Picture Size (macroblocks)
	Maximum Processing Rate (macroblocks/second)
	Reference Frames Supported
	Backward Reference Frames
	Maximum Video Bitrate
	Maximum HRD/VBV Buffer Size

	1
	99
	1,485
	3
	TBD
	TBD
	TBD

	1.1
	396
	2,970
	5
	TBD
	TBD
	TBD

	1.2
	396
	5,940
	5
	TBD
	TBD
	TBD

	2
	396
	11,880
	5
	TBD
	TBD
	TBD

	2.1
	792
	19,800
	5
	TBD
	TBD
	TBD

	2.2
	1,620
	20,250
	4
	TBD
	TBD
	TBD

	3
	1,620
	40,500
	4
	TBD
	TBD
	TBD

	3.1
	3,600
	108,000
	4
	TBD
	TBD
	TBD

	3.2
	5,120
	216,000
	3
	TBD
	TBD
	TBD

	4
	9,660
	245,760
	3
	TBD
	TBD
	TBD

	5
	19,200
	491,520
	3
	TBD
	TBD
	TBD


“Backward Reference Frames” means the maximum number of backward reference frames of the maximum picture size supported by the Level.

For smaller frames, 

   if(Level Limit Value>1)

Number of backward prediction frames =

 min(floor(Level Limit Value * (Maximum Picture Size / Actual Picture Size)), 14)

4 The Second Solution 

Another solution to the problem is to introduce the concept of sharing memory between reference frame buffer and post decoder buffer.  Allocating physical memory for post decoder buffer may not be very efficient because not all sequences have multiple backward reference frames.  Thus the post decoder buffer may or may not be used depending on the video sequence.  

One method to efficiently use the physical memory allocated is to combine post decoder buffer and reference frame buffer.  This means that the decoder allocates sufficient memory to support the maximum number of reference frames defined by the profile and level.  When it needs to use a post decoder buffer, part of the physical memory allocated for reference frame buffer can be temporary used for post decoder buffer.  When post decoder buffer is not required, all the allocated physical memory can be used for reference frame buffer.  

The above solution is to maximize the usage of the physical memory allocated.  However it requires certain constraint to the number of reference frames used for prediction.  The number of reference frames and the number of post decoder frames stored at any time should not exceed the physical memory allocated or else we will have a case of buffer overflow.  To prevent this buffer overflow situation, a virtual post decoder buffer needs to be implemented at the encoder to constrain the number of reference frames stored for prediction.  

Figure 2 shows an example of such virtual post decoder buffer.  The maximum size of the post decoder buffer can be specified using post_dec_buffer_size at the HRD Parameter Set.  This value determines the maximum size of the post decoder buffer size required for the video bit-stream.  It also constrains the maximum number of backward prediction frames allowed for this particular bit-stream based on equation (1).  For example, in figure 2 case, the post_dec_buffer_size is two.  Therefore maximum number of backward prediction frames is constrained to three.

The number of reference frame supported in this example is four.   Therefore the encoder and decoder need to allocate sufficient memory space to store four reference frames.  In this example, as explained previously, a delay of three frames is required for the continuous playback of the video sequence.   Thus picture like B7 needs to be stored at the decoder for at least two frames interval before it can be displayed.  The encoder monitors the occupancy of the decoder’s post decoder buffer using a virtual post decoder buffer.  For example, prior to the encoding of B7, the virtual post decoder buffer shows that B5 and B6 are currently at the post decoder buffer.  Therefore there is no room for three reference pictures to be in the reference frame buffer.  Thus B7 can only be predicted from B4 and P8.  The shaded area in figure 2 shows the constraint on the reference frame buffer.

The virtual post decoder buffer operates as follows:

a) All non-reference pictures are to be placed at the virtual post decoder buffer if they are not due to be displayed.  

b) For reference pictures, after the pictures have been removed from the reference frame buffer, if the pictures are not due to be displayed, they shall be placed at the virtual post decoder buffer until their time to be displayed.  

c) Pictures shall be removed from the virtual post decoder buffer when it is their time to be displayed.

The relationship between the reference frame buffer and virtual post decoder buffer is shown below:


NMax = NRef – NP








       (2)
Where NMax represents the size of the reference frame buffer, NRef represents the maximum number of reference pictures allowed in the profile and level definition and NP represents the number of pictures in the virtual post decoder buffer.

The constraint on the bit-stream is defined below:

At any time, the number of reference frames in the reference frame buffer shall not exceed NMax, where NMax ( NRef.

This constraint to the number of reference pictures is necessary because the post decoder buffer and the reference frame buffer are sharing the same physical memory at the decoder.  To prevent overflow of the buffer, the number of reference pictures plus the number of post decoder pictures should not exceed the size of the physical memory allocated at the decoder.
















Figure 2
An Example of A Virtual Post Decoder Buffer
5 Conclusion

Two solutions have been presented in this proposal to solve the post decoder buffer problem for B pictures.  The first solution is a simple approach to change profile and level table to constraint the number of backward reference pictures used for prediction so that sufficient memory for post decoder buffer can be allocated.  This solution is simple but it does not optimize the usage of the decoder’s memory.  The second solution allows post decoder buffer to share memory with the reference frame buffer so that memory at the decoder can be fully utilized.  However this requires certain constraint on the number of reference frames used for prediction.  It requires the encoder to have a virtual post decoder buffer so that the number of reference frames in the reference frame buffer can be constrained.  

The two solutions presented have their own advantages and disadvantages.  We would like the JVT group to adopt one of the solutions to solve the post decoder buffer problem for Main Profile.
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