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1. Introduction
Hybrid coding framework has been successfully adopted in various moving picture coding standards, such as H.261, MPEG-1, MPEG-2, H.263, and MPEG-4. Comparing with H.263, some significant changes have been adopted in H.26L[1]: the residue coding is 4x4 block based, the DCT is replaced by integer transform, universal VLC table is used, 1/4 and 1/8 pixel accuracy motion estimation is proposed, etc. A PSNR analysis shows the superiority of the H.26L results of averages more than 2 dB better in luma PSNR across all test cases, relative to ISO-MPEG’s chosen MPEG-4 “Advanced Simple” profile anchor performance. However, H.26L is essentially still based on hybrid coding framework, motion estimation and compensation take even more important parts in achieving the high coding efficiency. 
Generally motion estimation is conducted into two steps: the first step is integer-pel motion estimation; and the second is fractional pixel motion estimation. Algorithms on fast motion estimation are always hot research topics, especially the fast integer-pel motion estimation. The fact is that the full 1/2-pel motion estimation which needs eight checking points takes a trivial part in the total computation load of motion estimation. However, the development of the fast integer-pel motion estimation algorithms has decreased the checking points down to ten [2][3]. As a result, the computation load for fractional pixel motion estimation takes a major portion in the total ME, because 16 or 24 checking points are needed each in 1/4 or 1/8 pixel motion estimation if a full search strategy is used. From our knowledge, there may not have relative works investigating the fast fractional pixel motion estimation algorithms in the proposals, hence, this proposal will present the method, test results and shows both necessary and significant on this topic. 

By using our proposed method, in any cases (1/4 pixel or 1/8 pixel resolution) the computation load of fractional-pel motion estimation can be reduced to the 17.4%～34.7% of the original full fractional-pel search algorithm. And experimental results show that our method keeps a better performance in preserving image quality and makes little influence on the bit rate.

Technical description and experimental results are given in the following sections.
2. Technical Description

2.1 Full Fractional Pixel Motion Estimation algorithm in H.26L
In H.26L, for each block or macro-block the motion vector is obtained using full search on integer-pel resolution followed by fractional-pel refinement. The fractional-pel refinement is done also by full fractional-pel search algorithm.
To retell the reference method, let’s fist redraw the fractional-pel positions in Fig.1, where the capital letters represent integer pixel positions, the Roma numbers represent 1/2-pel positions, the lower case letters represent 1/4-pel positions and the Arabian numbers represent 1/8-pel positions. In a motion compensated prediction scheme, the motion vector and the block-size pattern (e.g. 16x16, four 8x8, etc.) have to be estimated for each macroblock, which is done by the following 5 steps:

1. Make an integer-pel search to find the best integer-pel motion vector;
2. Check the eight 1/2-pel candidates, I ~ VIII around the best integer-pel C (correspondent to the integer-pel motion vector) ; decide the best 1/2-pel (correspondent to the 1/2-pel motion vector) V in this case, subject to the minimal cost among the 1/2 -pel candidates;

3. Check the eight 1/4-pel candidates, a ~ h around the best 1/2-pel V, decide the best 1/4-pel (correspondent to the 1/4-pel motion vector ) h in this case, subject to the minimal cost among the 1/4-pel candidates;

4. Check the eight 1/8-pel candidates, 1 ~ 8 around the best 1/4-pel h, decide the best1/8-pel (correspondent to the 1/8-pel motion vector ), subject to the minimal cost among the 1/8-pel candidates;

5. Select the motion vector and block-size pattern, which produces the lowest cost. 

In generation of these fractional pixel positions, a 6 tap filter: (1,-5,20,20,-5,1)/32 is used to produce the 1/2-pel positions; 1/4-pel positions is produced by linear interpolation; and an 8-tap filters is used in providing a 1/8-pel accuracy prediction.
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Fig.1 Full Fractional Pixel Motion Estimation
2.2 Prediction based Search Strategy for 1/2-pel motion estimation

In H.26L, SAD (Sum of Absolute Difference) is used as the basic cost function, which is described as: 
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where 
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 is an integer-pel or a fractional-pel in the previous reconstructed picture, 
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 is the pixel in the current picture, 
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 represents the luma of the pixel. The summation in (1) is executed on the different block-size pattern in H.26L. As Fig.1 shows, suppose C is the best integer-pel, the integer-pels around C are 
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 respectively. In our method it’s assumed that all these 5 values are available in the integer pixel motion estimation. This assumption can be satisfied by the fast integer pixel motion estimation algorithms with a diamond search pattern such as Advanced Prediction Diamond Search(APDZS)[3], Diamond Search (DS)[4], Nearest-Neighbors Search (NNS)[5] and Unrestricted Center-Biased Diamond Search (UCBDS)[6]. For other algorithms while couldn’t satisfy this assumption, we can calculate the coast functions of required positions.

The strategy can be described in several steps:

1) Obtain the minimum value 
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, select two 1/2-pels on the line segment 
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 as well as C  as the 1/2-pel candidates (for example in Fig.1, if V1 and V2 are the minimum and sub-minimum points respectively, II, IIV and C will be the candidates for 1/2-pel motion estimation.)
3) if 
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, as well as C are chosen as the 1/2-pel candidates (for example in fig.1, if V1 and H1 are the minimum and sub-minimum points respectively, 
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 and C will be the candidates for 1/2-pel motion vector decision making). 
4) Among the candidates points, choose the 1/2 -pel with the minimum cost function as the best 1/2-pel, and the 1/2-pel with the sub-minimum cost function as the sub-best 1/2-pel.
2.3 Direction Refinement Search Strategy for 1/4- or 1/8-pel motion estimation 
As described in the previous section 2.2, the best 1/2-pel and the sub-best 1/2-pel have been chosen. By comparing the relative positions of the best 1/2-pel and the sub-best 1/2-pel, two search patterns are shown up in Fig.2 (a) and (b), where A is the best 1/2-pel and B is the sub-best 1/2-pel. In case (a), A and B are in the same horizontal or vertical line, three 1/4-pels in block font style between A and B can be chosen as the checking pixels or candidates for 1/4-pel motion estimation, in this case they are 1/4 pels 3,5,8. In case (b), A and B are lining in the same diagonal direction, then the three 1/4-pels between A and B, in this case the 1/4-pels 2,3,5 in block font style, can be chosen as the candidates. Then the best 1/4-pel and the sub-best 1/4-pel are obtained from the three 1/4-pel candidates and the best 1/2-pel by minimum and sub-minimum cost calculations.  In the same way, the 1/8-pel motion vector can be decided as that of the 1/4-pel.
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Fig.2 Two patterns in prediction refinement

2.4 Half-Stop judgment:


In our fractional-pel motion search strategy, we add a half-stop judgment rule to stop the search process when the current minimum cost is below a certain threshold. That is: 
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Here we should choose different 
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 for different block-size, and this T can be derived from the experiment or from the transform and quantization method in H.26L.

3. Experiment Results:

The proposed algorithm is evaluated on the framework of H.26L JM2.0 encoder. Six widely used test sequences, 4 CIF sequences: Foreman, Stefan, ContainShip and Carphon, 2 QCIF sequences: Suzi and Salesman, are selected in the experiments. The frame rate of the input and output picture is 15f/s. 100 frames are coded in each sequence, the first frame is I frame and all others are P frames. For simplicity, we set Inter block search model to 16x16 only, reference frames number is set as one, and CABAC (context-based adaptive binary arithmetic coding) is set as the entropy coding method, Hadamard transform is not used. These options will not affect the results of our algorithm. And in our experiment 
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 is chosen as 500 for 16x16 inter block search model.

Full search is adopted as the integer-pel motion estimation algorithm first so as to focus our efforts on the fast fractional pixel motion estimation.

Table I ~II and Fig.3~12 shows the performance of our algorithm. Table I shows the computation reduction on the part of fractional-pel motion estimation by using our algorithm in the 1/4-pel motion vector case, and Table II shows the results in the 1/8-pel motion vector case. Totally the computation load of fractional-pel motion estimation can be reduced to the 17.4%～34.7% of the original full fractional-pel search algorithm. 
Fig.3 ~ Fig.8 show the rate-distortion performance of our algorithm when the motion vector resolution is chosen as 1/4-pel, and Fig.9 ~ Fig.12 show the rate-distortion performance when the motion vector resolution is chosen as 1/8-pel. It can be seen that our algorithm could keep the rate-distortion performance as well as reduce the computation load of fractional-pel motion estimation. 

Table I Computation Reduction of fractional-pel motion estimation in 1/4-pel case
[image: image49.png]QP 12 16 20 24 28

Seq Name

Foreman 28. 7% 30.3% 31. 4% 32.5% 33. 7%
Stefan 27. 4% 28. 8% 29.8% 31. 6% 32.3%
ContainShip | 26. 7% 29. 0% 30. 7% 32.2% 33. 6%
Carphon 18.2% 21. 2% 23. 9% 27.3% 30.5%
Suzi 17. 4% 18. 6% 20. 3% 2L.7% 23. 4%
Salesman 25. 1% 29. 7% 32. 1% 33. 2% 33. 8%





Table II Computation reduction of fractional-pel motion estimation in 1/8-pel case
[image: image50.png]QP 12 16 20 24 28
Seq Name
Foreman 29. 9% 31. 6% 32. 6% 33.5% 34.7%
Stefan 28. 3% 29.8% 31. 0% 33. 2% 34.2%
ContainShip | 28. 3% 30. 6% 32. 0% 33. 4% 34.8%
Carphon 19. 2% 22. 4% 25. 5% 28. 6% 3L7%
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图3. RD-Curve of Foreman(CIF) Sequence (1/4-pel)
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图4. RD-Curve of Stefan(CIF) (1/4-pel)

[image: image53.png]40

8

*®

(d8)

734

PSNR,

)

0

Containship sequence

—— original
-5 PDR

i)
0

05

15

R’vaame

(bits/s)

25

3

E
%10





图5. RD-Curve of Foreman(CIF) (1/4-pel)
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图6. RD-Curve of Carphon(CIF) (1/4-pel)
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图7. RD-Curve of Suzi(QCIF) (1/4-pel)
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图8. RD-Curve of Salesman(QCIF) (1/4-pel)
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图9. RD-Curve of Foreman(CIF)(1/8-pel)
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图10. 1 RD-Curve of Stefan(CIF) (1/8-pel) 
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图11. RD-Curve of ContainShip(CIF) (1/8-pel)
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图12. RD-Curve of Carphon(CIF) (1/8-pel)
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