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1.  Introduction
This document examines the computational complexity of forming the Intra prediction modes as defined in the CD of the JVT standard.  It finds that one mode (mode 7) has a much higher computational requirement than the others.  Therefore, a new definition of mode 7 is proposed that reduces its computational complexity -- and improves coding performance up to 1.6%, although typically a gain of about 0.5% is found.

2.  Computational Complexity
Table 1 presents the number of operations (adds and shifts) required to form the diagonal Intra prediction modes (modes 3-8).  The number of operations under the “naïve” column were found merely by counting the adds and shifts shown in the mode definition in the CD.  However, by reusing intermediate calculations, the total number of operations can be reduced, and is calculated under the “smart” column. These numbers show that Mode 7 requires significantly more operations than other modes.

TABLE 1: Number of operations to form Intra prediction modes

	Mode
	Direction
	Naive
	Smart

	
	
	Adds
	Shifts
	Total
	Adds
	Shifts
	Total

	3
	SE
	21
	14
	35
	22
	7
	29

	4
	NE
	40
	13
	53
	35
	7
	42

	5
	SSE
	24
	16
	40
	23
	10
	33

	6
	NNE
	31
	16
	47
	28
	10
	38

	7
	ENE
	45
	18
	63
	47
	10
	57

	8
	ESE
	26
	16
	42
	23
	10
	33


It is therefore proposed that Mode 7 be simplified to the following:

New Mode 7 - DIAG_PRED_ENE
a 

= (2*(C + I + J) + B + D + 4) / 8;

b 

= (2*(D + J) + C + E + I + K + 4) / 8;

c,e 

= (J + K + 1) / 2;

d,f 

= (J + 2*K + L + 2) / 4;

g,i 

= (K + L + 1) / 2;

h,j 

= (K + 2*L + M + 2) / 4;

k,m 

= (L + M + 1) / 2;

l,n 

= (L + 2*M + N + 2) / 4;

o 

= (M + N + 1) / 2;

p 

= (M + 2*N + O + 2) / 4;
This version of Mode 7 requires 31 adds and 16 shifts (47 total) in the naive implementation and 28 adds and 10 shifts (38 total) in the smart implementation.  

Figure 1 shows a block diagram implementation of the new prediction mode (this diagram does not show the final add and shift required to properly scale the final results).  This figure is being provided to demonstrate a smart implementation that requires 39 operations.  Blocks a-p represent the current 4x4 block of pixels that are to be predicted by surrounding pixels A-E, I-O that have already been decoded by previous operations.
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Figure 1: Block Diagram of New Diagonal Mode (Mode 7)

3.  Coding Performance

Table 2 shows the relative PSNR and Bitrate improvement that is achieved using the proposed mode 7.  Results show a reduction in bitrate between 0.3% - 1.6%.
TABLE 2: Bitrate and PSNR improvement using new diagonal mode

	Sequence
	Image Size
	Frame-Skip
	Frames
	BD-PSNR
	BD-Bits

	Akiyo
	QCIF
	2
	100
	0.035 dB
	-0.48%

	Container*
	QCIF
	2
	100
	0.064 dB
	-0.97%

	Foreman*
	QCIF
	2
	100
	0.097 dB
	-1.57%

	Mother
	QCIF
	0
	300
	0.017 dB
	-0.31%

	News*
	QCIF
	2
	100
	0.029 dB
	-0.36%

	Silent*
	QCIF
	1
	150
	0.032 dB
	-0.57%

	Akiyo
	CIF
	0
	300
	0.045 dB
	-0.67%

	Container
	CIF
	0
	300
	0.033 dB
	-0.58%

	Foreman
	CIF
	0
	300
	0.059 dB
	-1.12%

	Hall
	CIF
	0
	300
	0.064 dB
	-0.96%

	Mother
	CIF
	0
	300
	0.018 dB
	-0.34%

	Mobile*
	CIF
	0
	300
	0.029 dB
	-0.34%

	News
	CIF
	0
	300
	0.032 dB
	-0.43%

	Paris*
	CIF
	1
	150
	0.029 dB
	-0.38%

	Silent
	CIF
	1
	150
	0.027 dB
	-0.58%

	Table
	CIF
	0
	300
	0.025 dB
	-0.46%

	Tempete*
	CIF
	0
	260
	0.026 dB
	-0.38%



*common conditions

4.  Conclusion

It is proposed that Mode 7 be redefined in order to reduce the worst-case computational complexity required to for the intra prediction.  The proposed mode reduces the number of operations from 57 operations to 39 operations and also slightly improves coding efficiency.

Appendix A – Number of operations for diagonal prediction modes
Appendix A presents the current 6 diagonal modes (modes 3-8) as they are defined in the current Committee Draft (CD) of the JVT standard (MPEG-4, part 10 / ITU H.26L), and the operation counts for each.  Additionally, re-definitions of these modes are given to illustrate the ability to reuse intermediate calculations to reduce the total number of operations to implement each mode.

Mode 3 - DIAG_PRED_SE

m 

= (L + 2*K + J + 2) / 4; 

i,n 

= (K + 2*J + I + 2) / 4; 

e,j,o 
= (J + 2*I + X + 2) / 4; 

a,f,k,p 
= (I + 2*X + A + 2) / 4; 

b,g,l

= (X + 2*A + B + 2) / 4;

c,h

= (A + 2*B + C + 2) / 4;

d 

= (B + 2*C + D + 2) / 4;
21 adds, 14 shifts.

m 

= ((L + K) + (K + J) + 2) / 4; 

i,n 

= ((K + J) + (J + I) + 2) / 4; 

e,j,o 
= ((J + I) + (I + X) + 2) / 4; 

a,f,k,p 
= ((I + X) + (X + A) + 2) / 4; 

b,g,l

= ((X + A) + (A + B) + 2) / 4;

c,h

= ((A + B) + (B + C) + 2) / 4;

d 

= ((B + C) + (C + D) + 2) / 4;
22 adds, 7 shifts.

Mode 4 - DIAG_PRED_NE

a 

= (A + C + I + K + 2*(B + J) + 4) / 8;

b,e 

= (B + D + J + L + 2*(C + K) + 4) / 8;

c,f,i

= (C + E + K + M + 2*(D + L) + 4) / 8;

d,g,j,m
= (D + F + L + N + 2*(E + M) + 4) / 8;

h,k,n

= (E + G + M + O + 2*(F + N) + 4) / 8;

l,o

= (F + H + N + P + 2*(G + O) + 4) / 8;

p

= (G + O + H + P + 2) / 4;
40 adds, 13 shifts.

a 

= ((A + B + I + J) + (B + C + J + K) + 4) / 8;

b,e 

= ((B + C + J + K) + (C + D + K + L) + 4) / 8;

c,f,i

= ((C + D + K + L) + (D + E + L + M) + 4) / 8;

d,g,j,m
= ((D + E + L + M) + (E + F + M + N) + 4) / 8;

h,k,n

= ((E + F + M + N) + (F + G + N + O) + 4) / 8;

l,o

= ((F + G + N + O) + (G + H + O + P) + 4) / 8;

p

= ((G + H + O + P) + 2) / 4;
35 adds, 7 shifts.

Mode 5 - DIAG_PRED_SSE

a,j 

= (X + A + 1) / 2;

b,k

= (A + B + 1) / 2;

c,l

= (B + C + 1) / 2;

d 

= (C + D + 1) / 2;

e,n 

= (I + 2*X + A + 2) / 4;

f,o

= (X + 2*A + B + 2) / 4;

g,p

= (A + 2*B + C + 2) / 4;

h 

= (B + 2*C + D + 2) / 4;

i

= (X + 2*I + J + 2) / 4;

m

= (I + 2*J + K + 2) / 4;

24 adds, 16 shifts.

a,j 

= ((X + A) + 1) / 2;

e,n 

= ((I + X) + (X + A) + 2) / 4;

b,k

= ((A + B) + 1) / 2;

f,o

= ((X + A) + (A + B) + 2) / 4;

c,l

= ((B + C) + 1) / 2;

g,p

= ((A + B) + (B + C) + 2) / 4;

d 

= ((C + D) + 1) / 2;

h 

= ((B + C) + (C + D) + 2) / 4;

i

= ((X + I) + (I + J) + 2) / 4;

m

= ((I + J) + (J + K) + 2) / 4;
23 adds, 10 shifts
Mode 6 - DIAG_PRED_NNE

a 

= (2*(A + B + K) + J + L + 4) / 8;

b,i 

= (B + C + 1) / 2;

c,j 

= (C + D + 1) / 2;

d,k 

= (D + E + 1) / 2;

l 

= (E + F + 1) / 2;

e 

= (2*(B + L) + A + C + K + M + 4) / 8;

f,m 

= (B + 2*C + D + 2) / 4;

g,n 

= (C + 2*D + E + 2) / 4;

h,o 

= (D + 2*E + F + 2) / 4;

p 

= (E + 2*F + G + 2) / 4;

31 adds, 16 shifts

a 

= (((A + B) + (K + L)) + (J + K) + (A + B) + 4) / 8;

e 

= (((A + B) + (K + L)) + (B + C) + (L + M) + 4) / 8;

b,i 

= ((B + C) + 1) / 2;

c,j 

= ((C + D) + 1) / 2;

f,m 

= ((B + C) + (C + D) + 2) / 4;

d,k 

= ((D + E) + 1) / 2;

g,n 

= ((C + D) + (D + E) + 2) / 4;

l 

= ((E + F) + 1) / 2;

h,o 

= ((D + E) + (E + F) + 2) / 4;

p 

= ((E + F) + (F + G) + 2) / 4;

28 adds, 10 shifts

Mode 7 – DIAG_PRED_ENE
a 

= (2*(C + I + J) + B + D + 4) / 8;

b 

= (2*(D + J) + C + E + I + K + 4) / 8;

c,e 

= (2*(E + J + K) + D + F + 4) / 8;

d,f 

= (2*(F + K) + E + G + J + L + 4) / 8;

g,i 

= (2*(G + K + L) + F + H + 4) / 8;

h,j 

= (2*(H + L) + G + H + K + L + 4) / 8;

l,n 

= (L + 2*M + N + 2) / 4;

k,m 

= (G + H + L + M + 2) / 4;

o 

= (M + N + 1) / 2;

p 

= (M + 2*N + O + 2) / 4;

45 adds, 18 shifts

a 

= ((B + C) + (C + D) + 2*(I +J) + 4) / 8;

b 

= ((C + D) + (D + E) + (I + J) + (J + K) + 4) / 8;

c,e 

= ((D + E) + (E + F) + 2*(J + K) + 4) / 8;

d,f 

= ((E + F) + (F + G) + (J + K) + (K + L) + 4) / 8;

g,i 

= ((F + G) + (G + H) + 2*(K + L) + 4) / 8;

h,j 

= ((G + H) + 2*H + (K + L) + 2*L + 4) / 8;

l,n 

= ((L + M) + (M + N) + 2) / 4;

k,m 

= ((G + H) + (L + M) + 2) / 4;

o 

= ((M + N) + 1) / 2;

p 

= ((M + N) + (N + O) + 2) / 4;

47 adds, 10 shifts

Mode 8 - DIAG_PRED_ESE

a,g 

= (X + I + 1) / 2;

b,h 

= (I + 2*X + A + 2) / 4;

c 

= (X + 2*A + B + 2) / 4;

d 

= (A + 2*B + C + 2) / 4;

e,k 

= (I + J + 1) / 2;

f,l 

= (X + 2*I + J + 2) / 4;

i,o 

= (J + K + 1) / 2;

j,p 

= (I + 2*J + K + 2) / 4;

m 

= (K + L + 1) / 2;

n 

= (J + 2*K + L + 2) / 4;

26 adds, 16 shifts

d 

= ((A + B) + (B + C) + 2) / 4;

// 4,1

c 

= ((X + A) + (A + B) + 2) / 4;


b,h 

= ((I + X) + (X + A) + 2) / 4;

a,g 

= ((X + I) + 1) / 2;


f,l 

= ((X + I) + (I + J) + 2) / 4;


e,k 

= ((I + J) + 1) / 2;


j,p 

= ((I + J) + (J + K) + 2) / 4;


i,o 

= ((J + K) + 1) / 2;


n 

= ((J + K) + (K + L) + 2) / 4;


m 

= ((K + L) + 1) / 2;


23 adds,  10 shifts
Appendix B – Number of operations for the proposed diagonal prediction mode

The following is the definition of the new prediction mode for mode 7.

New Mode 7 - DIAG_PRED_ENE
a 

= (2*(C + I + J) + B + D + 4) / 8;

b 

= (2*(D + J) + C + E + I + K + 4) / 8;

c,e 

= (J + K + 1) / 2;

d,f 

= (J + 2*K + L + 2) / 4;

g,i 

= (K + L + 1) / 2;

h,j 

= (K + 2*L + M + 2) / 4;

k,m 

= (L + M + 1) / 2;

l,n 

= (L + 2*M + N + 2) / 4;

o 

= (M + N + 1) / 2;

p 

= (M + 2*N + O + 2) / 4;
31 adds, 16 shifts

The following is a re-definition of the new prediction mode for mode 7 that helps illustrate how to reuse intermediate operations to reduce the total number of operations.

New Mode 7 - DIAG_PRED_ENE
a 

= (((C + D) + (I + J)) + (B + C) + (I + J) + 4) / 8;

b 

= (((C + D) + (I + J)) + (D + E) + (J + K) + 4) / 8;

c,e 

= ((J + K) + 1) / 2;

d,f 

= ((J + K) + (K + L) + 2) / 4;

g,i 

= ((K + L) + 1) / 2;

h,j 

= ((K + L) + (L + M) + 2) / 4;

k,m 

= ((L + M) + 1) / 2;

l,n 

= ((L + M) + (M + N) + 2) / 4;

o 

= ((M + N) + 1) / 2;

p 

= ((M + N) + (N + O) + 2) / 4;

28 adds, 10 shifts
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