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1. Introduction
After the publication of Joint Committee Draft (JCD) [1], some questions were raised on the specification of direct mode. They can be classified into two issues that are the position of reference pictures and the existence of forward MV in collocated block. This document provides the solution on each issue.
2. Handling of reference pictures

In the direct mode of JCD, a forward reference picture that is selected out of forward reference picture set, and a backward reference picture assigned to index 0 are used for the bi-directional prediction. However, the temporal position of them could not be specified, since the temporal reference information of pictures was removed from the draft text and the alternative scaling factor for direct motion vector computation does not indicate the temporal position of reference pictures. Furthermore, the direct motion vector computation is not achievable in case of multi-reference pictures, since the scaling factor set does not support them. Therefore, the following problems happen:

1. 
A encoder does not know what shall be encoded as direct_mv_scale_bwd if the picture with index 0 of the backward reference set is located in the temporally forward of the current picture, 

2. 
The encoder does not know what shall be encoded as direct_mv_scale_fwd if the picture with index 0 of the forward reference set is located in the temporally backward of the current picture in case of single reference, 

3. 
The encoder does not know what direct_mv_scale_fwd means if the backward reference set has the two and more pictures, 
4. 
The decoder does not know if the picture with index 0 of backward reference picture set is located in the temporally backward of the current picture, and

5. 
The decoder does not know if any forward reference picture is located in the temporally forward of the current picture.

To cope with these problems, we prepared the two candidates of solution. If JVT decides to use two or more forward reference pictures for direct prediction, solution 2 should be selected. However, we recommend using solution 1, since the application of it makes the description and decoding process simpler than that of solution 2.

2.1 Solution 1 for handling of reference pictures
The following additional specification is requested to apply:

a. 
The picture with index 0 of forward reference picture set is only used as the forward reference picture for direct mode

b.
Insert the flag, which presents the both reference pictures are located in the normal direction, in picture layer and/or slice header

If this flag shows that either one of reference pictures is not located in the normal direction, 

( 
the coding/decoding of direct_mv_scale_xx is omitted, and

(
the alternative prediction, which does not need the temporal reference information, is used instead of direct prediction (refer to section 3)

The proposed revision for solution 1 is provided below.

	picture_layer_rbsp( ) {
	Category
	Descriptor

	
picture_structure
	3
	e( v )

	
frame_num
	3
	u( v )

	
rps_layer( )
	
	

	
if( coding_type( ) = = Bipred ) {
	
	

	     direct_reference_usable
	3
	f(1)

	     if(direct_reference_usable){
	
	

	

direct_mv_scale_fwd
	3
	e( v )

	

direct_mv_scale_bwd
	3
	e( v )

	

direct_mv_scale_divisor
	3
	e( v )

	     }
	
	

	

explicit_B_prediction_block_weight_indication
	
	e( v )

	

if ( explicit_B_prediction_block_weight_indication > 1 )
	
	

	


adaptive_B_prediction_coeff_table( )
	
	

	
}
	
	

	
rbsp_trailing_bits( )
	
	

	}
	
	


direct_reference_usable; this is a one-bit flag which when set to ‘1’ indicates that the picture with index 0 of the backward reference set is located in the temporally backward of the current picture and the picture with index 0 of the forward reference set is located in the temporally forward of current picture.

	slice_header( ) {
	Category
	Descriptor

	
parameter_set_id
	4
	e( v )

	
first_mb_in_slice
	4
	e( v )

	
if ( coding_type( ) = = Inter  | |  coding_type( ) = = Bipred ) {
	
	

	

num_ref_pic_active_fwd_minus1
	4
	e( v )

	

if( coding_type( ) = = Bipred )
	
	

	


num_ref_pic_active_bwd_minus1
	4
	e( v )

	
}
	
	

	
rps_layer( )
	
	

	
if( coding_type( ) = = Bipred ) {
	
	

	     direct_reference_usable
	4
	f(1)

	     if(direct_reference_usable){
	
	

	

direct_mv_scale_fwd
	4
	e( v )

	

direct_mv_scale_bwd
	4
	e( v )

	     }
	
	

	
}
	
	

	
slice_qp_minus26  /* relative to 26 */
	4
	e( v )

	
if( coding_type( ) = = SP  | |  coding_type( ) = = SI ) {
	
	

	

slice_qp_s_minus26  /* relative to 26 */
	4
	e( v )

	
}
	
	

	
if( entropy_coding_mode = = 1 )
	
	

	

num_mbs_in_slice
	4
	e( v )

	}
	
	


2.2 Solution 2 for handling of reference pictures
In this solution, the direction information is sent for the backward reference picture assigned to index 0 and all the forward reference pictures in picture layer and/or slice header. And, the use of direct prediction for a macroblock is decided the combination between the direction information for forward reference and backward reference as follows:

a.
If the direction information for backward reference picture shows that the picture with index 0 of backward reference picture set is located in the temporally forward direction of current picture, the alternative prediction, which does not need the temporal reference information, is used instead of direct prediction (refer to section 3).

b. 
If the direction information for the backward reference with picture index 0 and the forward reference picture that is selected out of forward reference picture set show that both two reference pictures are located in the temporally forward direction of current picture, the alternative prediction which does not need the temporal reference information, is used instead of direct prediction (refer to section 3).

c. 
If the direction information for backward reference picture with index 0 and forward reference picture that is selected out of forward reference picture set show that both two reference pictures are located in the normal direction of current picture, the direct prediction is used.

The proposed revision for solution 2 is provided below.

	picture_layer_rbsp( ) {
	Category
	Descriptor

	
picture_structure
	3
	e( v )

	
frame_num
	3
	u( v )

	
rps_layer( )
	
	

	
if( coding_type( ) = = Bipred ) {
	
	

	     direct_mv_scale_bwd_dir
	3
	f(1)

	     if(direct_mv_scale_bwd_dir){
	
	

	

direct_mv_scale_bwd
	3
	e( v )

	        for(index=0; index<number of forward reference picture; index++){
	
	

	           direct_mv_scale_fwd_dir[index]
	3
	f(1)

	           if(direct_mv_scale_fwd_dir[index])
	
	

	

direct_mv_scale_fwd[index]
	3
	e( v )

	        }
	
	

	     }
	
	

	

explicit_B_prediction_block_weight_indication
	
	e( v )

	

if ( explicit_B_prediction_block_weight_indication > 1 )
	
	

	


adaptive_B_prediction_coeff_table( )
	
	

	
}
	
	

	
rbsp_trailing_bits( )
	
	

	}
	
	


direct_mv_scale_bwd_dir; this is a one-bit flag which when set to ‘1’ indicates that the picture with index 0 of the backward reference set is located in the temporally backward of the current picture.

direct_mv_scale_fwd_dir[index]; this is a one-bit flag which when set to ‘1’ indicates that the picture with target index of the forward reference set is located in the temporally forward of the current picture.
	Selection of prediction for direct mode
	direct_mv_scale_bwd_dir

	
	‘1’ (backward)
	‘0’ (forward)

	direct_mv_scale_fwd_dir[]
	‘1’ (forward)
	direct pred.
	alternative pred.

	
	‘0’ (backward)
	alternative pred.
	


	slice_header( ) {
	Category
	Descriptor

	
parameter_set_id
	4
	e( v )

	
first_mb_in_slice
	4
	e( v )

	
if ( coding_type( ) = = Inter  | |  coding_type( ) = = Bipred ) {
	
	

	

num_ref_pic_active_fwd_minus1
	4
	e( v )

	

if( coding_type( ) = = Bipred )
	
	

	


num_ref_pic_active_bwd_minus1
	4
	e( v )

	
}
	
	

	
rps_layer( )
	
	

	
if( coding_type( ) = = Bipred ) {
	
	

	     direct_mv_scale_bwd_dir
	3
	f(1)

	     if(direct_mv_scale_bwd_dir){
	
	

	
direct_mv_scale_bwd
	3
	e( v )

	       for(index=0; index<number of forward reference picture; index++){
	
	

	         direct_mv_scale_fwd_dir[index]
	3
	f(1)

	         if(direct_mv_scale_fwd_dir[index])
	
	

	

direct_mv_scale_fwd[index]
	3
	e( v )

	       }
	
	

	     }
	
	

	
}
	
	

	
slice_qp_minus26  /* relative to 26 */
	4
	e( v )

	
if( coding_type( ) = = SP  | |  coding_type( ) = = SI ) {
	
	

	

slice_qp_s_minus26  /* relative to 26 */
	4
	e( v )

	
}
	
	

	
if( entropy_coding_mode = = 1 )
	
	

	

num_mbs_in_slice
	4
	e( v )

	}
	
	


3. Handling of forward MV
According to the draft text, the direct motion vectors for bi-directional prediction are computed using the forward MV in collocated block. However, there are cases below in which a collocated block does not have forward MV:

1. 
A collocated block is intra

2.  The prediction direction of collocated block is backward
3. 
The forward reference picture that is used for the prediction of a collocated block is not included in the forward reference picture set for current picture

4. 
The forward reference picture that is used for the prediction of a collocated block is located in the temporally backward of the current picture

The simple solution is that direct motion vectors are set to zero as ref_fwd_idx = 0. However, we consider that the performance of this method should be studied, especially on the sequence with moving background, since the direct mode is also used as the skip mode in B-picture.

So, we propose the alternative prediction that does not need the temporal reference information, and the adaptive direct mode in which the prediction scheme is adaptively selected based on table 1. The mechanism of proposed alternative prediction is basically same as that of bi-predictive prediction. However, the prediction direction, reference pictures, and motion vectors of current block C illustrated below are selected or computed from the information of neighboring blocks A and B using the similar algorithm as the skip mode MC [2].
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Fig 1. Neighboring blocks for alternative prediction

Table 1. Adaptive direct mode

	Selection of prediction for direct mode
	forward MV in collocated block

	
	relative to index 0 of current picture
	others

	direct_reference_usable
	‘1’ 
	direct
	4x4 bi-predictive

	
	‘0’ 
	4x4 bi-predictive


The proposed description for alternative prediction, named 4x4 bi-predictive, is provided below.

4x4 bi-predictive
If the collocated block does not use forward prediction picture relative to index 0 of forward reference picture set, or direct_reference_usable in picture_laye_rbsp() or slice_header() is “0”, the 4x4 bi-predictive prediction is applied instead of direct mode (this is the case the solution 1 of section 2 is applied). In this method, the reference pictures are selected for each 8x8 block in a macroblock, and motion vectors are computed for each 4x4 block in a macroblock as follows. Note that if both 8x8 block immediately above and to the left has have same direction prediction, e.g. forward or backward, that prediction is used instead of bi-predictive.

Selection of target reference

Forward reference: Picture with the smallest index of the forward reference pictures for the 8x8 block immediately above and to the left. However, if neither of the 8x8 blocks has the forward reference picture, the picture with index 0 of forward reference set is used.
Backward reference: Picture with the smallest index of the backward reference pictures for the 8x8 block immediately above and to the left. However, if neither of the 8x8 blocks has the backward reference picture, the picture with index 0 of backward reference set is used.

Computation of motion vectors

A motion vector is obtained identically to the prediction motion vector for the 4x4 forward or backward motion compensated mode. However, if any conditions below hold, a zero motion vector shall be used instead of prediction motion vector:

1) A 4x4 block immediately above or to the left is outside of the picture

2) Neither a 4x4 block immediately above nor to the left has a motion vector to the target reference

3) A motion vector applying to the 4x4 block immediately above or to the left uses the target reference picture and has zero magnitude

Reconstructed motion vectors in 4x4 blocks shall be used as prediction for neighboring blocks the same as bi-predictive/ forward/backward coded blocks.

For the forward MV in the collocated block, one more question was raised:

e. 
If a collocated block has two same direction MVs, which MV is used for direct mode.

The solution to this question is to select a MV to the picture with smaller index number of forward reference picture set as a forward MV for the direct MV computation.

4. Simulation Conditions

The experiment was performed to verify the performance of the adaptive direct mode with the solution 1 for handling of reference pictures described in section 2.1. The revised JM 2.1 software (PSNR calculation bug fixed and MV prediction using direct motion vectors integrated) is used in the tests. The test sequences and test conditions are listed in Table 2 and Table 3 respectively. The tests with frame structure IBBI are to verify the performance of 4x4 bi-predictive prediction in case that the collocated block does not have forward MV. And the tests with frame structure IBBP are to compare the performance of proposed method with the ex-JM with TRs.

Table 2 Test sequences

	Frame Skip
	2
	1
	0

	Sequences
	Container, QCIF,300 
News, QCIF,300
Foreman, QCIF,300
	Paris, CIF,300
Silent Voice, QCIF,300 
Coastguard, CIF, 300

Foreman, CIF, 300
	Mobile CIF 300 
Tempete CIF 260 
Stefan, SIF, 300


Table 3 Test conditions

	MV resolution
	1/4 pel for QCIF

1/8 pel for CIF

	RD optimization
	ON

	UseHadamard
	ON

	Restrict Search Range
	2

	Search Range
	(32

	I-Picture
	First frame only

	B-Picture
	USED (2 frames)

	Frame structure
	IBBI or IBBP

	Reference Frames
	1 or 5

	Symbol Mode
	UVLC or CABAC

	QP
	16,20,24,28


5. Results
The tables 4 and 5 show the average bitrate savings of B-pictures as calculated using the Bjontegaard measurement method for the proposed tool. And rate-distortion curves for all the tests are provided in the excel sheet, JVT-D050.xls.

Table 4. BD bit savings in [%] for B-pictures in the IBBI structure

	
	Cont
	Fore
	News
	Sile
	Pari
	Mobi
	Temp
	Coas
	Fore
	Stef
	Ave.

	1,VLC
	2.91
	7.45
	0.21
	1.43
	0.69
	21.83
	5.77
	11.58
	15.81
	6.57
	7.43

	5,VLC
	3.02
	7.92
	0.25
	1.22
	0.57
	23.64
	6.15
	12.13
	16.93
	7.26
	7.91

	1,CAB
	2.34
	3.68
	-0.16
	0.87
	0.12
	11.28
	3.35
	6.62
	7.15
	3.64
	3.89

	5,CAB
	2.78
	3.77
	-0.07
	0.92
	0.12
	13.73
	3.62
	6.90
	8.07
	3.96
	4.38


Table 5. BD bit savings in [%] for B-pictures in the IBBP structure

	
	Cont
	Fore
	News
	Sile
	Pari
	Mobi
	Temp
	Coas
	Fore
	Stef
	Ave.

	1,VLC
	-0.06
	0.91
	0.65
	0.40
	0.42
	0.83
	0.66
	1.89
	2.57
	0.86
	0.91

	5,VLC
	0.08
	2.40
	1.08
	1.59
	0.81
	1.21
	1.45
	3.01
	4.31
	1.66
	1.76

	1,CAB
	0.24
	0.40
	0.67
	0.25
	0.37
	1.23
	1.10
	1.31
	0.49
	0.48
	0.65

	5,CAB
	-0.75
	1.24
	0.90
	1.37
	0.78
	1.07
	-0.81
	1.78
	1.31
	0.99
	0.79


 1, VLC: 1 reference picture and VLC used

The table 4 shows that the average bit savings of adaptive direct mode is 7.67% for VLC with a maximum of 26.64% and 4.14% for CABAC with a maximum of 13.73% in the case that the collocated block dose not have a forward MV. And the table 5 shows that the proposed restriction on forward reference picture set does not give the coding loss, but the performance of proposed method is slightly better than the ex-JM with TR by applying the adaptive direct mode.
5. Conclusions

All the problems of direct mode are resolved by applying the proposed revision of picture layer syntax for handling the reference pictures of direct mode and the adaptive direct mode for handling the case that the collocated block does not have forward MV. And the revised direct mode provides improvement of 7.5 % on average with a maximum of 26% for the case that the collocated block does not have forward MV. Considering these results, we propose to adopt the syntax revision of picture layer and the adaptive direct mode to the next version of draft.
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