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1. Introduction

Direct Mode can considerably improve coding efficiency of B frames within the JVT standard since, by exploiting the correlation that may exist between frames, it can effectively represent block motion without having to transmit any motion information. Up to now though, the only correlation that has been exploited was temporal correlation which, unfortunately, implies that the timestamp information for each frame has to be available in both the encoder and decoder. Furthermore, the performance of this mode deteriorates when the distance between frames increases, since temporal correlation also decreases. Problems become even greater when multiple frame referencing is enabled, as is the case of the JVT codec. 

In this proposal we present alternative methods of calculating the direct mode parameters which can achieve much better coding efficiency than the current method, while also address the timestamp independency issue discussed above. Essentially our proposed methods use concepts that were successfully adopted in P frames and in particular for the encoding of the skip mode, exploiting the Motion Vector Predictor used for the encoding of motion parameters within the calculation of the motion information of the direct mode. An adaptive method that efficiently combines temporal and spatial calculation of the motion parameters is also proposed.
The proposed modifications, except for the case of the adaptive method, do not change the current JVT bitstream syntax in any way, whereas in the decoder the only necessary change is in the calculation of the motion vectors. Advantages of the proposed methods include:

· Timestamp Independent calculation of Direct Parameters

· No syntax change (unless Adaptive method is adopted)
· No complexity increase in encoder/decoder
· No requirement for division
· Considerable reduction of memory needed for storing motion parameters

· Relatively small software change (the motion vector prediction for 16x16 mode is reused)

· Performance very close or considerably better than the Direct Mode in the current software (which is considerably better than the one described in the current draft document)
· Robustness to unconventional temporal relationships with reference pictures (since temporal relationship assumptions can be avoided in the MV prediction process)
Furthermore, improvements on the current Rate Distortion Optimization for B frames are also proposed, which are basically a slight modification of a scheme presented in [8], by conditionally considering the Non-Residual Direct Mode during the encoding process, and by also modifying the Lagrangian ( parameter of the RDO. This, combined with our proposed techniques for Direct Mode, could wield considerable improvements versus the existing design.

Finally, in this document, we pinpoint several issues in the existing Motion Vector Prediction where the text appears to be unclear, and present possible amendments to the existing text.
2. Existing Direct Mode Scheme Description
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Figure 1: Direct Prediction in B frame coding

The introduction of the Direct Prediction mode for a Macroblock/block within B frames is one of the main reasons why B frames can achieve higher coding efficiency, in most cases, compared to P frames. According to this mode, no motion information is required to be transmitted for a Direct Coded Macroblock/block, since it can be directly derived from previously transmitted information. This eliminates the high overhead that motion information can require. Furthermore, the direct mode exploits bidirectional prediction which allows for further increase in coding efficiency. Currently, in most coding standards including JVT, motion information for the Direct mode is derived by considering and temporally scaling the motion parameters of the collocated macroblock/block of the subsequent reference frame (Figure 1 REF _Ref5093506 \h 
 \* MERGEFORMAT ). This basically comes from the assumption that an object is moving with constant speed, and thus making it possible to predict its current position inside a B frame without having to transmit any motion vectors. The motion vectors 
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(1)
where TRB is the temporal distance between the current B frame and the reference frame pointed by the forward MV of the collocated MB, and TRD is the temporal distance between the future reference frame and the reference frame pointed by the forward MV of the collocated MB. The same reference frame that was used by the collocated block was also used by the Direct Mode block. Until recently (prior to the May meeting in Fairfax) this was also the method followed within the JVT standard, and still exists within the software [2].
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Figure 2: Handling of Collocated Intra within existing codecs. Motion is assumed to be zero.

Unfortunately such a design has several drawbacks since it requires that both the encoder and decoder have a priori knowledge of the time-stamp information for each frame. In general, and especially due to the design of JVT which allows reference pictures almost anywhere in time, time stamps cannot be assumed by the order that a picture arrives on the decoder. The current design also does not always require any precise timing information in its syntax which, by some arguments, could solve this problem. Thus, within the current draft [1] a new scheme was adopted, which in a sense does not require the knowledge of time, by introducing at the picture header three new parameters, direct_mv_scale_fwd, direct_mv_scale_bwd, and direct_mv_divisor according to which the motion vectors of the direct mode could be calculated as :
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Figure 3:  How should Direct Mode parameters be determined when the reference frame of the collocated block in the subsequent P picture is other than zero?
It was though reported that even this design has several drawbacks, especially when considering that the JVT standard allows multiple frame referencing (Figure 3). Apparently the above design does not consider that different reference frames would require a different scaling factor, and a considerable reduction in coding efficiency was reported (up to 10% loss in B frame coding efficiency). This effect was apparently reduced a lot by [6] but nevertheless is still not negligible. It is also quite uncertain what exactly the temporal relationship might be between the current block and it’s collocated in such a case, since the constant motion assumption is not anymore followed. In addition, any temporal relationship reduces even further when reference frames become more distant compared to each other. Other issues include the inefficiency of the above design to handle intra blocks (Figure 2), or even intra pictures such as in the case of a scene change (Figure 4). Currently the codec assumes that motion information is zero and uses the first backward and forward reference pictures to perform bidirectional motion compensation. It is though more likely that the two collocated blocks from the forward and backward references have little if any relationship and thus the usage of intra coding in this case, and obviously such a method could potentially reduce efficiency considerably. 
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Figure 4:  What happens when a scene change happens, or even when the collocated block is intra?

In the case of a scene change, as we may observe from Figure 4 where obviously no relationship exists between the two reference frames, it is quite evident that a bidirectional prediction would give no benefit, which implies that the Direct Mode, as defined, could be completely wasted. Unfortunately all current implementations of the Direct Mode restrict it to always perform bidirectional prediction of a Macroblock/block.

Nevertheless, even if the temporal distance parameters were available, it is not always certain that the usage of the Direct Mode as defined previously is the most appropriate solution. In particular for the B frames which are closer to the first forward reference frame, the correlation might be much stronger with that frame, than the subsequent reference one. An extreme example which could contain such cases, could be a sequence where scene A changes to scene B, and then moves back to scene A (e.g. in a news bulletin). All the above could deter the performance of B frame encoding considerably since Direct Mode will not be effectively exploited within the encoding process

Unlike the previous definitions of the Direct Mode where only temporal prediction was used, we introduce several alternative new schemes for the assignment of the Direct Mode motion parameters where both temporal and/or spatial prediction is considered, that are either independent on any other frame or only depend on the type (intra or inter) and reference frame information of the collocated block in the first subsequent reference frame. We also present an adaptive method which combines our schemes, and which could potentially achieve best performance under all conditions.
3. Proposed Methods
Our proposed methods are based on the same concepts as in [3] where the high correlation of the motion parameters of adjacent macroblocks was exploited in order to improve the efficiency of the SKIP Macroblock Mode for P pictures. This was essentially done by allowing the SKIP mode to also use motion parameters, taken as the Motion Vector Predictor parameters of the current 16(16 Inter Mode. It is quite apparent that the same logic could also apply for B frames, where we may also generate both backward and forward motion vectors for the Direct mode using the Motion Vector Predictor of the backward or forward 16(16 Inter modes respectively. We should point out that we may even refine this prediction at the 8(8 or 4(4 level, but this would complicate the design even further.
Our first scheme essentially combines the existing scheme as presented in the standard, and only tries to correct the main issues presented above, such as the case of the collocated using a different reference frame, or being intra coded. The second scheme though uses the Motion Vector Predictor (MVP) concept almost exclusively. This scheme also solves several other issues of the direct mode, such as removal of division and memory reduction. Further details of the schemes are presented in the following:

a) Direct Mode with INTRA and non-zero reference correction 
According to this scheme, if the collocated block in the subsequent reference is using the zero-reference frame and if also its reference exists in the reference buffer, the existing scheme using equation 2 is followed (Figure 5). Otherwise, such as in the case of the collocated block being intra or having a different reference frame, or even the reference frame not being available anymore, the Motion Vector Predictor (MVP)for both directions (forward and backward) is used instead. The MVP is taken as the motion vector predicted for the encoding of the current 16(16 Inter Mode (essentially with the usage of MEDIAN prediction), even though this could be further refined by using smaller block sizes. This though complicates the design and adds complexity, without as much compression gain. We need to point out that for the case of the Direct sub-partition within a P8x8 structure this scheme still uses the 16(16 MVD, even though this could be again corrected to consider it’s surrounding blocks.
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Figure 5:  Proposed scheme MVFW​ and MV​BW are derived from spatial prediction (Median MV of surrounding Macroblocks). If either one is not available (no predictors) then one-direction is used.

Unlike the case of Skip Mode, we do not restrict the motion vector predictor to use exclusively the zero reference, but also introduce an additional Reference Frame Prediction step for selecting the reference frame that is to be used for either the forward or backward reference. This type of prediction could also be applied in P frames as well, but we have not yet evaluated this case. Furthermore, if no  reference exists for prediction (e.g. all surrounding Macroblocks are using forward prediction thus there exists no backward reference), then also the direct mode becomes a single direction prediction mode. This consideration can potentially solve several issues such as inefficiency of the scheme in scene changes, or when new objects appearing within a scene etc (Figure 6). It also easily solves the problem of both forward and backward references pointing to a future or backward reference at the same time, or even these two reference frames being the same picture altogether. 
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Figure 6:  Spatial prediction could easily solve the problem of scene changes. 
Direct Mode is no more restricted to be Bidirectional.
The pseudocode for this scheme is as follows: 
	Direct_MV_Calculation()

{

  if (referenceP!=0)

  {

    // Note that UpRight will be replaced by UpLeft at frame boundaries

    Fwreference=min(referenceBfwLeft&15,referenceBfwUp&15,referenceBfwUpRight&15);

    Bwreference=min(referenceBbwLeft&15,referenceBbwUp&15,referenceBbwUpRight&15) 

      if Fwreference!=15

      {

        DirectMVfw=SpatialPredictor(16x16,FW,Fwreference);

        referenceDirBfw=Fwreference;

      }

      else

      {

        DirectMVfw=0;

        referenceDirBfw=-1;

      }

      if Bwreference!=15

      {

        DirectMVbw=SpatialPredictor(16x16,BW,Bwreference);

        referenceDirBbw=Bwreference;

      }

      else

      {

        DirectMVbw=0;

        referenceDirBbw=-1;

      }            

      if (Bwreference==15 && Fwreference==15)

        referenceDirBbw=referenceDirBfw=0;

  }

  else // Perform Prediction using temporal information

  {

    DirectMVfw=direct_mv_scale_fwd*MvP/direct_mv_scale_divisor;

    DirectMVbw=direct_mv_scale_bwd*MvP/direct_mv_scale_divisor;

    referenceDirBfw=0;

    referenceDirBbw=0;

  }

}


Pseudocode 1: Proposed Direct Scheme A
The above scheme could also easily be extended to interlace frames and in particular to clarify the case where the subsequent reference frame is coded in field mode, and the current in frame mode. In this case, if the two fields have different motion or reference frame, they complicate the design of direct mode with the original description. Even though averaging between fields could be applied, the usage of the MVP could immediately solve this problem since there is no more dependency on the frame type of other frames. Exceptions in this case could include the case where both fields have the same reference frame and motion information. 
b) Division Free, Time Stamp independent Direct Mode
In our previous scheme, even though the usage of the MVP for some specific cases could solve all prediction problems in our direct mode design, there still remained several issues needed to be solved or addressed. In particular, from examining equation 2 we observe that the calculation of the direct mode parameters requires a rather computationally expensive division (for both horizontal and vertical motion vectors), which has to be performed for every Direct Coded subblock. Division is in reality a highly undesirable operation, and even though shifting could be used up to some extend, it would potentially be better if removed entirely. Furthermore, this computation also requires that the entire motion field (including reference frames) of the first subsequent reference is completely stored in both the encoder and decoder. Considering that blocks in JVT could even be of 4(4 size, this information could become relatively expensive as well. 
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Figure 7: Time Stamp Independent SpatioTemporal Prediction for Direct Mode

The usage of the MVP though does not require any such operation or memory storage. Thus, we realize that using the MVP for all cases, regardless of the motion information in the collocated block of the subsequent picture could reduce if not eliminate these issues. Even though completely disregarding motion information from the collocated block is possible, we discovered that higher efficiency could be achieved if we also consider whether the collocated block is stationary or better, close to stationary. In this case motion information for the direct mode is considered as zero as well.  Again though, only the directions that exist, according to the Reference Frame Prediction, are used.  This concept can help in protecting stationary backgrounds, which, in particular at the edges of moving objects, might become distorted if these conditions are not introduced. Storing this information requires much less memory since for each block only 1 bit needs to be stored. 
A rough flowchart of this scheme is presented in Figure 7 whereas the pseudocode for this scheme is as follows:
Direct_MV_Calculation()

{

  // Note that UpRight will be replaced by UpLeft at frame boundaries

  Fwreference=min(referenceBfwLeft&15,referenceBfwUp&15,referenceBfwUpRight&15);

  Bwreference=min(referenceBbwLeft&15,referenceBbwUp&15,referenceBbwUpRight&15) 

    if Fwreference!=15

    {



if (!referenceP && (!(abs(MvPx)>>1))&& (!(abs(MvPy)>>1)) // Examine if stationary collocated

        {

          DirectMVfw=SpatialPredictor(16x16,FW,Fwreference);

          referenceDirBfw=0;

        }

        else

        {

          DirectMVfw=SpatialPredictor(16x16,FW,Fwreference);

          referenceDirBfw=Fwreference;

        }

    }

    else

    {

      DirectMVfw=0;

      referenceDirBfw=-1;

    }

    if Bwreference!=15

    {



if (!referenceP && (!(abs(MvPx)>>1))&& (!(abs(MvPy)>>1)) // Examine if stationary collocated

        {

          DirectMVbw=0;

          referenceDirBbw=0;

        }

        else

        {

          DirectMVbw=SpatialPredictor(16x16,BW,Bwreference);

          referenceDirBbw=Bwreference;

        }

    }

    else

    {

      DirectMVbw=0;

      referenceDirBbw=-1;

    }            

    if (Bwreference==15 && Fwreference==15)

      referenceDirBbw=referenceDirBfw=0;

}
This scheme appears to perform considerably better than the original scheme especially when the distance between frames (either due to framerate or number of B frames used) is large, or when there is significant motion within the sequence that does not follow the constant motion rules. This makes sense considering that temporal correlation of the motion parameters becomes considerably smaller when distance between frames increases.

c) Adaptive Selection of Direct Mode type at the Frame level. 

Considering that both of the above schemes have different advantages in different types of sequences (or motion types), but also have other benefits (scheme B requires no division, little additional memory, storage/complexity), we believe that a good solution would be a combination of both schemes where the decision is done at the frame/slice level. According to this scheme, a parameter can be transmitted at the slice level that describes which of the two schemes is to be used. The selection can be done by the user, an RDO scheme (similar to what is currently being done for field/frame adaptive), or even by an "automatic preanalysis and predecision" scheme (Figure 8). This is already done in particular for interlace coding. We believe that if this is adopted, scheme B should be made as the mandatory scheme (thus enabling even the simplest devices to have B frames), whereas scheme A could be an optional scheme which someone could use for achieving higher performance. Devices which do not support this scheme could easily drop these frames since they can recognize them through the syntax. A similar design could also work for P pictures where, for some applications (e.g surveillance), we might not want to use the skip mode with Motion Vector Prediction, but instead use zero motion vectors. In such case, decoder complexity is minimal.
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Figure 8: Direct/Skip Mode decision could be performed either by an adaptive frame level 
RDO decision or by user scheme selection.
The proposed syntax change within the slice header of JVT is as follows:
	slice_header( ) {
	Category
	Descriptor

	
parameter_set_id
	4
	e( v )

	
first_mb_in_slice
	4
	e( v )

	
if ( coding_type( ) = = Inter  | |  coding_type( ) = = Bipred ) {
	
	

	

num_ref_pic_active_fwd_minus1
	4
	e( v )

	

if( coding_type( ) = = Bipred )
	
	

	


num_ref_pic_active_bwd_minus1
	4
	e( v )

	

if( coding_type( ) = = Inter  ) 
	
	

	


copy_mv_spatial
	4
	u(1) or e(v)

	

if( coding_type( ) = = Bipred ) {
	
	

	


direct_mv_spatial
	4
	u(1) or e(v)

	


if( direct_mv_spatial) {
	
	

	



direct_mv_scale_fwd
	4
	e( v )

	



direct_mv_scale_bwd
	4
	e( v )

	



direct_mv_scale_divisor
	4
	e( v )

	


}
	
	

	


explicit_B_prediction_block_weight_indication
	
	e( v )

	


if ( explicit_B_prediction_block_weight_indication > 1 )
	
	

	



adaptive_B_prediction_coeff_table( )
	
	

	

}
	
	

	
}
	
	

	
rps_layer( )
	
	

	
slice_qp_minus26  /* relative to 26 */
	4
	e( v )

	
if( coding_type( ) = = SP  | |  coding_type( ) = = SI ) {
	
	

	         if (coding_type( ) == SP)
	
	

	                 sp_for_switch_flag
	4
	u( 1 )

	

slice_qp_s_minus26  /* relative to 26 */
	4
	e( v )

	
}
	
	

	
if( entropy_coding_mode = = 1 )
	
	

	

num_mbs_in_slice
	4
	e( v )

	}
	
	


The new additional parameters are copy_mv_spatial and direct_mv_spatial for P pictures and B pictures respectively. Value 0 for these parameters implies Skip on MVP for P frames, and MVP Direct for B frames. If MVP Direct is used (direct_mv_spatial=0), it is not necessary to transmit the additional direct parameters. A potential scenario in which the above design might give considerably better performance than the current JVT design can be seen in Figure 9.
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 Figure 9: Different Frames signal different type of prediction for their corresponding Direct (B) and Skip (P) modes. PZ, PT, and PM,define for example zero, temporal and spatial prediction, and BT, BSP, define temporal and spatial prediction for Direct mode.
We would also suggest that instead of transmitting the direct_mv_scale_divisor parameter a second parameter is transmitted instead named as direct_mv_scale_div_diff which is equal to:
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4. Performance Analysis 

Simulation results were performed according to the test conditions specified in [4]. We have tested performance for both UVLC and CABAC, with 1-5 reference frames, whereas for all CIF sequences we used 1/8th subpixel motion compensation. 2B frames in-between Ps were used. Some additional test sequences were also selected. Since we also believe that bidirectional prediction for block sizes smaller than 8(8 is unnecessary and could be quite costly to a decoder [9], we have also included results for the MVP only case with this feature disabled. Rate Distortion Optimization (RDO) was always enabled in our experiments. Some simulation results where the Direct Mode parameters are calculated according to the text are also included, but without considering the overhead of the additional parameters transmitted.
Currently the RDO of the system uses the following equation for calculating the lagrangian parameter ( for I and P frames:
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where QP is the quantizer used for the current Macroblock.  The B frame ( though is equal to 
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. Considering that the usage of the MVP requires a more accurate motion field to work properly, it appears quite obvious from this equation that the ( parameter used for B frames might be too large and therefore inappropriate for our current scheme. From experiments we have found that an adaptive weighting such as 
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 would perform better for the QP range of interest (QP ( {16, 20, 24, 28}). We are still investigating other possible values not necessarily following a specific formula that would give even better performance.
Furthermore, we have also added to this scheme a conditional consideration of the Non-Residual Direct mode since, due to the 16(16 size of the Direct Mode, some coefficients might not be completely thrown away, whereas the non residual Direct mode could improve efficiency. This is not yet completely exploited in the current implementation of CABAC, even though such a macroblock mode [7] was already introduced. Unfortunately we did not have the opportunity to test our codec with this scheme whereas we believe that CABAC performance of the MVP should improve when this is implemented. We have also found that the conditional consideration, which was basically an evaluation of the significance of the Residual Direct mode’s Coded Block Pattern (CBP) using 
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, behaves much better in the RDO sense than the non conditional one [8] for several reasons. In particular, considering that forcing the Non-RDO mode essentially implies an unknown higher quantization value, the performance of the in-loop deblocking filter deteriorates. The error also added by this might be more significant than expected especially since there might be cases that no bits are required for the encoding of the NR-Direct mode, thus not properly using the ( parameter. In addition, we have also observed that using a larger quantizer such as QP+N (N > 0) for B frames would give considerably better performance than the non conditional NR-Direct consideration, but not compared to the conditional one. 
Our results show that the usage of the MVP, apart from having several additional benefits and solving almost all, if not all, related problems of Direct Mode, with proper RDO could achieve similar if not better performance than the existing system. In our opinion, the performance of such a system is highly dependent on the design of the motion vector and mode decision, which we are currently still improving. It could be argued that this scheme, with the current RDO, in most of the cases tested is not as good as the partial MVP consideration with the same RDO enabled, but the benefits discussed above are too significant to be ignored. We should also point out that performance also tends to improve further when the distance between the reference images increases. Experiments on additional sequences and conditions (including 3B frames) are also included in an excel document.
Table 1: Performance different of Proposed Schemes/Draft text and proposed RDO vs current software (JM3.3)
	Scheme
	ref
	Entropy
	Sequence
	Foreman
	Container
	News
	Paris
	Silence
	Mobile
	Tempete

	MVP


	1
	UVLC
	PSNR gain
	0.190
	0.076
	-0.027
	0.270
	0.099
	0.220
	-0.135

	
	
	
	Bitrate diff
	3.43%
	1.39%
	-0.47%
	5.04%
	2.06%
	4.43%
	-3.53%

	
	5
	UVLC
	PSNR gain
	0.221
	0.037
	0.004
	0.318
	0.129
	0.256
	-0.156

	
	
	
	Bitrate diff
	3.98%
	0.59%
	0.07%
	5.96%
	2.66%
	4.81%
	-4.00%

	MVP
	1
	CABAC
	PSNR gain
	0.081
	0.022
	-0.026
	0.194
	0.062
	0.116
	-0.167

	
	
	
	Bitrate diff
	1.52%
	0.40%
	-0.45%
	3.65%
	1.25%
	2.32%
	-4.32%

	
	5
	CABAC
	PSNR gain
	0.101
	0.011
	0.009
	0.233
	0.100
	0.150
	-0.183

	
	
	
	Bitrate diff
	1.89%
	0.21%
	0.14%
	4.37%
	2.04%
	2.93%
	-4.70%

	T+MVP
	1
	UVLC
	PSNR gain
	0.020
	-0.006
	0.010
	0.001
	0.004
	0.001
	0.004

	
	
	
	Bitrate diff
	0.37%
	-0.13%
	0.18%
	0.03%
	0.09%
	0.02%
	0.11%

	
	5
	UVLC
	PSNR gain
	0.063
	-0.009
	0.025
	0.016
	0.033
	0.015
	-0.028

	
	
	
	Bitrate diff
	1.14%
	-0.18%
	0.43%
	0.30%
	0.70%
	0.31%
	-0.70%

	T+MVP
	1
	CABAC
	PSNR gain
	0.011
	-0.004
	0.006
	0.003
	-0.001
	0.002
	0.006

	
	
	
	Bitrate diff
	0.20%
	-0.08%
	0.09%
	0.06%
	-0.01%
	0.05%
	0.16%

	
	5
	CABAC
	PSNR gain
	0.025
	-0.015
	0.018
	0.014
	0.023
	0.016
	-0.024

	
	
	
	Bitrate diff
	0.47%
	-0.27%
	0.31%
	0.27%
	0.48%
	0.34%
	-0.62%

	T+MVP
RDO
	1
	UVLC
	PSNR gain
	0.069
	0.439
	0.106
	0.370
	0.144
	0.629
	0.226

	
	
	
	Bitrate diff
	1.26%
	8.27%
	1.87%
	6.81%
	2.96%
	12.15%
	5.48%

	
	5
	UVLC
	PSNR gain
	0.111
	0.406
	0.119
	0.393
	0.163
	0.676
	0.196

	
	
	
	Bitrate diff
	2.00%
	7.53%
	2.07%
	7.29%
	3.33%
	12.19%
	4.66%

	T+MVP
RDO
	1
	CABAC
	PSNR gain
	0.040
	0.390
	0.107
	0.288
	0.113
	0.529
	0.196

	
	
	
	Bitrate diff
	0.73%
	7.26%
	1.80%
	5.36%
	2.29%
	10.32%
	4.79%

	
	5
	CABAC
	PSNR gain
	0.056
	0.375
	0.120
	0.304
	0.127
	0.550
	0.159

	
	
	
	Bitrate diff
	1.05%
	6.91%
	1.97%
	5.64%
	2.59%
	10.40%
	3.82%

	Draft
	5
	UVLC
	PSNR gain
	-0.012
	-0.047
	-0.018
	-0.003
	0.000
	-0.080
	-0.120

	
	
	
	Bitrate diff
	-0.22%
	-0.90%
	-0.32%
	0.07%
	0.00%
	-1.72%
	-3.03%

	
	5
	CABAC
	PSNR gain
	-0.003
	-0.042
	-0.016
	0.000
	0.004
	-0.067
	-0.112

	
	
	
	Bitrate diff
	-0.05%
	-0.78%
	-0.26%
	-0.01%
	0.08%
	-1.43%
	-2.85%


We need to point out again that performance of the draft text improved versus previously reported performance most likely due to [6], but also due to the larger ( of the JM version we have used, which basically benefited the zero reference more than others. Finally, not using block sizes smaller than 8(8 for bidirectional prediction does not appear to have any negative impact in the performance of our design, and thus we believe that this could be easily removed from the current system. It is important though that in this case, even though this was not done in our experiments, that the table 11-2 in the draft text is also amended as follows:
Table 2: Modes for 8x8 blocks in B pictures/slices

	Code number
	8x8 partition mode
	num_subblock_block8x8( )
	block_prediction_mode( )

	0
	Direct8x8
	1
	Direct

	1
	8x8
	1
	Fwd

	2
	8x8
	1
	Bwd

	3
	8x8
	1
	Bipred

	4
	8x4
	2
	Fwd

	5
	4x8
	2
	Fwd

	6
	8x4
	2
	Bwd

	7
	4x8
	2
	Bwd

	Removed
	8x4
	2
	Bipred

	Removed
	4x8
	2
	Bipred

	8
	4x4
	4
	Fwd

	9
	4x4
	4
	Bwd

	Removed
	4x4
	4
	Bipred

	10
	Intra8x8
	1
	Intra


The above modification should though not be done in the adaptive case, or be dependent on the Direct scheme used, if such consideration is not also allowed within scheme A. It is actually also possible to extend the above into scheme A by using motion vector averaging (for non zero vectors only) for selecting the Direct Mode motion parameters, or the method suggested in [9]. Experimental results show that the addition of this method reduces the efficiency of our scheme by only 0.49% on the average (around 0.02dB). 
We also observe that for different sequences or frames the two proposed schemes have different behavior. Thus, even though we have not yet performed such an experiment, by examining the encoded sequences frame by frame, it appears obvious that the adaptive selection could easily improve performance further since it would make possible the selection of the best possible scheme for each frame. This can still enable lower capability devices to decode MVP only B frames while rejecting the rest.
5. Motion Vector Prediction description
The current JVT draft seems to be quite obscure with regards to Motion Vector Prediction for certain cases. According to the text (subclause 9.3.1.1) the vector component E of the indicated block in Figure 10 is predicted normally as the median of A, B and C.  However, the prediction may be modified as described below.  
A
The component applying to the sample to the left of the upper left sample in E

B
The component applying to the sample just above the upper left sample in E

C
The component applying to the sample above and to the right of the upper right sample in E

D
The component applying to the sample above and to the left of the upper left sample in E
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Figure 10: Median prediction of motion vectors

A, B, C, D and E may represent motion vectors from different reference pictures.  The following substitutions are made prior to median filtering.

· If A and D are outside the picture, their values are assumed to be zero and they are considered to have "different reference picture than E".

· If D, B, C are outside the picture, the prediction is equal to A (equivalent to replacing B and C with A before median filtering).

· If C is outside the picture or still not available due to the order of vector data (see Figure 2), C is replaced by D.

If any of the blocks A, B, C, D are intra coded they count as having "different reference picture”.  If one and only one of the vector components used in the median calculation (A, B, C) refer to the same reference picture as the vector component E, this one vector component is used to predict E. 

By examining, all possible combinations according to the above we generate the following table: 
Table 3: P-Picture Motion Vector Prediction (Non-Skip, non-8x16, non-16x8 MBs)

	Availability of Neighbor MV
	MV Prediction vE derivation for E
	Defined

	A
	B
	C
	D
	
	

	0
	0
	0
	0
	1st rule: vA=0; vD=0; rA(rE; rD(rE;

2nd rule: vE=vA=0;
	(

	0
	0
	0
	1
	3rd rule: vC=vD; rC=rD;

vE Not defined since vA not defined.
	(

	0
	0
	1
	0
	1st rule: vA=0; vD=0; rA(rE; rD(rE;
vE Not defined since vB not defined.
	(

	0
	0
	1
	1
	vE Not defined since vA and vB not defined.
	(

	0
	1
	0
	0
	1st rule: vA=0; vD=0; rA(rE; rD(rE;
3rd rule: vC=vD=0; rC=rD(rE;

4th rule: if B uses same reference picture as E, then

vE=vB; else  vE=median(vA, vB, vC)=median(0, vB, 0)=0;
	(

	0
	1
	0
	1
	3rd rule: vC=vD; rC=rD
vE Not defined since vA not defined.
	(

	0
	1
	1
	0
	1st rule: vA=0; vD=0; rA(rE; rD(rE;

4th rule: if one and only one of B, C uses same reference picture as E, then

vE=vB or vC (whichever uses same ref pic); else

vE=median(vA, vB, vC)=median(0, vB, vC);  [even if vB and vC use different reference pictures than vE]
	(

	0
	1
	1
	1
	vE Not defined since vA not defined.
	(

	1
	0
	0
	0
	2nd rule: vE=vA;
	(

	1
	0
	0
	1
	3rd rule: vC=vD; rC=rD
vE Not defined since vB not defined.
	(

	1
	0
	1
	0
	vE Not defined since vB not defined.
	(

	1
	0
	1
	1
	vE Not defined since vB not defined.
	(

	1
	1
	0
	0
	3rd rule: vC=vD; rC=rD
vE Not defined since vD not defined.
	(

	1
	1
	0
	1
	3rd rule: vC=vD; rC=rD
4th rule: if one and only one of A, B, C(D) uses same reference picture as E, then

vE=vA or vB or vC (whichever uses same ref pic); else

vE=median(vA, vB, vC);  [even if one or two of vA, vB and vC use different reference pictures than vE]
	(

	1
	1
	1
	0
	4th rule: if one and only one of A, B, C uses same reference picture as E, then

vE=vA or vB or vC (whichever uses same ref pic); else

vE=median(vA, vB, vC)  [even if one or two of vA, vB and vC use different reference pictures than vE]
	(

	1
	1
	1
	1
	4th rule: if one and only one of A, B, C uses same reference picture as E then

vE=vA or vB or vC (whichever uses same ref pic); else

vE=median(vA, vB, vC);  [even if one or two of vA, vB and vC use different reference pictures than vE]
	(

	


“Availability” is determined by whether the macroblock is “outside the picture” (which is defined in 9.3.1 to include being outside the slice as well as outside the picture) or “still not available due to the order of vector data”.  According also to the above text, if a block is available but intra, a macroblock A, B, C, or D is counted as having a “different reference picture” from E, but the text does not specify what motion vector value is used. Even though the software assumes this is zero, this is not clearly described in the text. All these cases and rules can also be seen in Figure 11.
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 Figure 11: Median prediction of motion vectors
To solve the above issues and clarify completely motion vector prediction, we propose the following rule changes compared to the ones in the draft text, according to which the main difference is in modifying rule R1 and merging it with rule R4.
	R0 :
	Median rule is applied for Motion vector calculation : ME=Median(MA,MB,MC)

	R1 :
	if a predictor is outside of the picture/slice or is intra then this predictor is assumed to have zero motion vectors and “different reference picture than E”. 

	R2 :
	If B & C & D outside of picture ( ME = MA 

	R3 :
	if C not available (outside of picture, not yet coded etc) C is replaced by D

	R4 :
	if x (x ( A, B ,C ) and only x has Rx == RE then ME = Mx 


All of the above rules completely agree with the software and remove the current obscureness from the text.
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Figure 12: Replacement of Intra subblock predictors with adjacent Inter.
Some additional rules which we have considered and give small benefit in encoding, but do not yet agree with the software are as follows : 

· If x1 (x1 A, B ,C) and x2 (x2  A, B ,C, x2x1) are intra and x3 (x3  A, B ,C, x3x2x1) is not, then only x3 is used in the prediction.
· Replacement of  intra subblock predictors (due to tree structure) by adjacent non intra subblock within same Macroblock for candidates A and B (applicable only to 1616, 168, and 816 blocks) as in Figure 12. 
· If TR information is available, motion vectors are scaled according to their temporal distances versus the current reference (Figure 13). In particular, if predictors A, B, and C use reference frames RefA, RefB, and RefC respectively, and the current reference frame is Ref, then the median predictor is calculated as follows:
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(4)
We have actually found that this computation can significantly improve coding efficiency (up to 10% for P pictures) especially for highly temporally correlated sequences such as sequence Bus or Mobile. Considering though our discussion about the Direct Mode, TR, and division, unfortunately, even though performance-wise such a solution sounds attractive, it is not recommended and is just presented here for reference. We have also examined the case where division was replaced by a shifting operation, and even though encoding performance is still increased, temporal distances are still required. Such could though still be attractive in other systems.
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Figure 13: Motion Vector Prediction of the current block (C) should consider the reference frame information of the predictor macroblocks (Pr) and perform the proper adjustments (scaling of the predictors)

· Switching of predictor positions within a Macroblock (e.g for left predictor for the 16(16 Mode we use the A1 instead of A2 and B2 instead of B1 as seen in Figure 14.
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Figure 14: Additional predictors for 8(8 partitioning
We have tested these rules and have only experienced very minor gains (<0.05dB), except for the case of TR consideration, thus there appears no need in considering these in the JVT Motion Vector Prediction.
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