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Introduction
This document presents a new highly efficient Inter Macroblock type that can significantly improve coding efficiency especially for high/complex motion sequences. This new type essentially takes advantage of the temporal and spatial correlations that may exist within frames at the Macroblock level, and can significantly reduce the bits required for encoding motion information while retaining or even improving quality. The combination of this mode with the MotionCopy [6] technology increases performance stability, and allows of improvements of either 0.2dB average PSNR gain, or, equivalently, 4% bitrate reduction. 
Direct Prediction 
The motivation for increased coding efficiency in video coding has led to the adoption in JVT [1] of more refined and complicated models and modes [2] describing motion information for a given Macroblock, which can take better advantage of the temporal redundancies that may exist within a sequence. These include Multi-frame indexing of the motion vectors, increased sub-pixel accuracy, multi-referencing, and most importantly tree structured macroblock and motion assignment, according to which different sub areas of a Macroblock are assigned to different motion information. Unfortunately these models tend to also significantly increase the required percentage of bits for the encoding of motion information within sequence, thus in some cases reducing the efficacy of such methods. Even though motion vectors are differentially encoded versus a spatial predictor, or even skipped in the case of zero motion while having no residue image to transmit, this does not appear to be sufficient for improved efficiency. It would be highly desirable to further reduce the bits required for the encoding of motion information, and thus of the entire sequence, while at the same time not affecting quality. 

Another problem that is also introduced by the adoption of such models and modes is on the determination and decision of the best mode among all possible choices, given a goal bitrate or encoding/quantization parameters. Currently such is partially solved by the usage of cost measures/penalties depending on the mode and quantization to be used, or even by using Rate Distortion Optimization techniques where the goal is to minimize a Lagrangian function. 

Such problem becomes even more significant in the case of Bidirectionally Predictive (B) frames where a Macroblock may be predicted from both future and past frames. This essentially means that an even larger percentage of bits is required for the encoding of motion vectors. Such problem is partially solved here by the introduction of the Direct Prediction Mode where, instead of encoding the actual motion information, both forward and backward motion vectors are derived directly from the motion vectors used in the corresponding macroblock of the subsequent reference frame (Figure 1). This is essentially derived from the assumption that an object is moving with constant speed, and thus making it possible to predict its current position inside a B frame without having to transmit any motion vectors. This could essentially reduce bitrate significantly for a given quality, but can not always be applied. 

Some technologies previously proposed [4]-[5] try to improve efficiency and reduce to overhead information of motion estimation by using Global Motion Compensation concepts. Unfortunately such does not always lead to best results since these are highly dependent on video content. A technique that appears though quite promising is the consideration of the Motion Vector Predictor as a possible low overhead mode, which can replace the current zero-motion mode that is being employed in most common standards. Such technology, named as MotionCopy [6], can efficiently exploit spatial correlations and benefits even further from other concepts, such as Run Length coding, or from not encoding the Residue Information. 
We introduce a new additional Inter Macroblock type that, with the combination of MotionCopy, can effectively exploit both spatial and temporal correlations and thus considerably improve performance. According to this new mode it is possible that the current Macroblock has motion that can be directly derived from previously decoded information (Motion Projection), thus not having to transmit any motion vectors (Figure 2). In particular, similar to the Direct Mode in B frames, by again assuming that speed is constant, motion for a Macroblock can be directly derived from the corresponding macroblock of the reference frame (Figure 4). It is even possible to consider acceleration for refining such motion parameters (Figure 5). The whole process could be significantly improved by, instead of considering motion projection at the macroblock level, taking in account that the pixels inside the previous image are possibly moving with a constant speed or a constant acceleration (Pixel Projection). This allows us to generate a significantly more accurate prediction of the current frame for B (Figure 6) and P (Figure 7) frame coding. It is also possible to combine both methods together for even better performance [3].

In a further extension, a modification of the MotionCopy concept, motion could also be derived from other spatial information and not only the current Motion Vector predictor (such as averaging spatial and temporal motion information or refinement of the predictor at sublock or even pixel level). Performance could also be further enhanced by combining these two different methods in a multi-hypothesis prediction architecture, which though does not require any motion information to be transmitted. This new Macroblock type can achieve a significant bitrate reduction while achieving similar or better quality than the other proposed technologies.
In the following, we will first present our general scheme which fully describes the proposed technology. A simplified model, suitable for JVT is then proposed.
The General scheme
a) The encoding process (Figure 10)

In the existing encoder (Figure 8), Motion Estimation (ME) is performed on the current frame against a reference frame. ME can be performed using various block sizes and search ranges, after which the best parameter, using some predefined criterion, is encoded and transmitted (INTER coding). The residue information is also coded after performing DCT and Quantization. It is also possible that in some cases that the performance of ME does not give a satisfactory result, and thus a Macroblock, or even a subblock, could be INTRA encoded. Considering that Motion Information could be quite costly, the encoding process is modified (Figure 10) to also consider in a further step the possibility that the motion vectors for a macroblock could be temporally and/or spatially predicted from previously encoded motion information. Such decision could be performed using for example Rate Distortion Optimization techniques or other cost measures. Using such mode it becomes unnecessary to transmit any detailed motion information, whereas such can be entirely replaced with a Direct Prediction Mode (Figure 3). Motion could be modeled, for example, in any of the following models or their combinations:

· Motion Projection (Figure 1 for B frames and Figure 4 for P frames)

· Pixel Projection (Figure 6 for B frames and Figure 7 for P frames)

· Spatial MV Prediction (Median value of motion vectors of adjacent Macroblocks)
· Weighted average of Motion Projection and Spatial Prediction.
· Etc.

Other prediction models (e.g. acceleration, filtering etc.) could also be used. If only one of these models is to be used, then this should be common in both the encoder and the decoder. Otherwise, we may use submodes which will immediately guide a decoder which model it should use. Obviously Multireferencing a block or Macroblock is also possible using any combination of the above models.

· For this architecture to work successfully, it is essential that all Motion Information from the previously coded frame is stored intact. Thus an additional Motion Buffer is necessary for such a process. The buffer might include not only motion vectors but also of the reference frame used, and of the Motion Mode used. In the case of acceleration, additional buffers are also necessary for the storage of the motion information of the 2nd or even N previous frames in case a more complicated model for acceleration is used..
· If a macroblock, subblock, or pixel is not associated with a Motion Vector (i.e. Macroblock is intra coded), then for such block it is assumed that the Motion Vector used is (0, 0) and that only the previous frame was used as reference.
· If multi-frame referencing is used, we may select in either using the motion information as is, or to interpolate the motion information with reference to the previous coded frame. This is essentially up to the design, but also in practice it appears that, especially for the case of (0,0) motion vectors, it is less likely that the current block is still being referenced from a much older frame. 
· It is possible that we may combine Direct Prediction with an additional set of Motion Information which is, unlike before, encoded as part of the Direct Prediction. In such a case the prediction could be a multihypothesis prediction of both the Direct Prediction and the Motion Information. 
· Since there are several possible Direct Prediction submodes that we may combine, such could also be combined within a multihypothesis framework. For example, the prediction from motion projection could be combined with that of pixel projection and/or spatial MV prediction.
· Direct Prediction could also be used at the subblock level within a Macroblock. This is already done for B frames inside the current H.26L codec, but is currently only using Motion Projection and not Pixel Projection or their combinations.

· For B frame coding, it is possible to also perform Direct Prediction from only one direction (forward or backward) and not always necessarily from both sides. It is also possible to use Direct Prediction inside the Bidirectional mode of B frames, where one of the predictions is using Direct Prediction.
· In the case of MH images, it is possible that a P frame is referencing to a future frame. Proper scaling, and/or inversion of the motion information could be performed similar to B frame motion interpolation.

· Runlength coding could also be used according to which, if subsequent equivalent Direct P modes are used in coding a picture or slice, then these can be encoded using a runlength representation. 
b) The decoding process (Figure 11)

· The decoder of the Direct Prediction architecture differs from current block based decoders (Figure 9) in similar fashion to the previously described encoder. Motion information for each pixel is stored, and if the mode of a Macroblock is identified as the Direct Prediction mode, then the stored motion information, and the proper Projection or prediction method is used. It should be noted that if Motion Projection is used only, then the changes in an existing decoder are very minor, and the additional complexity that is added on the decoder could be considered negligible.

· If submodes are used, then the decoder is responsible to be able to perform the same prediction steps that the encoder performs, in order to properly decode the current Macroblock.

· Again non referenced pixels (such as intra blocks) are considered as having zero motion for the motion storage.
The Proposed scheme

Considering that there are several possible predictors that may be immediately used with Direct Prediction, we have selected to implement smaller subset cases thus helping us understand which technology should be the best under certain conditions. In particular, we will examine the following models, thus giving a better overview of this technology:

A. Motion Projection is the only mode used. No runlength encoding of Direct Prediction modes is used, where as residue information is also transmitted. A special modification of the motion parameters is performed in the case that a zero motion vector is used. In such a case, the reference frame for the Direct Prediction is always set to zero (previous encoded frame) if the Macroblock/subblock is of size 8x8 or larger. Furthermore, intra coded blocks are considered as having zero motion parameters. We will call this as PDA. 
B. Identical to the previous case except that no residue is transmitted. PDB
C. Combination of A and B. If QP<28 then we also encode the residue, otherwise no residue is transmitted. PD-CMB
D. Enhanced Direct Prediction scheme which combines 3 submodes. Motion Projection (
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	PDIRD submodes
	Code

	Spatial Predictor
	0

	Motion Projection
	1

	Weighted Average
	2


A separate Rate Distortion Optimization (RDO) process was performed for the three different Direct Prediction submodes which only considered Luma and submode bits. A better, but more complex implementation could consider all submodes using the complete RDO model.
E. Combination of A with Motion_Copy [4]. This case, which appears to be the most efficient technology employed here and is our technology of choice, can be seen as an alternative of the usage of the Spatial MV Predictor we have used in case D.. MCPD
We should point out that the selection of technologies was made keeping in mind simplicity and complexity. Other cases could also be examined such as the combination of Enhanced Direct Prediction with MotionCopy as well. 

In all cases the following code assignment was used. We have also performed a partial experiment (for 1 reference frame with mode assignment 6 for the Direct Mode case. No acceleration was considered in any of the implementations, while leaving all cases very simple and straightforward to implement.

	INTER MODES
	
	Description

	COPY_MB
	0
	Skip MacroBlock Mode

	P16x16_MB
	1
	One  16 ( 16 block

	PDIR_MB
	2
	Direct Prediction mode

	P16x8_MB
	3
	Two 16 ( 8 blocks

	P8x16_MB
	4
	Two 8 ( 16 blocks

	P8x8_MB
	5
	Four 8 ( 8 blocks using tree structure


Simulation Results

All cases were compared using the testing conditions described in [5]. Considering that there was no description on the Outfile mode that should be used, we performed a full experiment using the Bitstream file format, which is common in most testing conditions. We have though noted that the Interim file format produces reduced overhead information, thus better demonstrating the efficacy of the proposed algorithms, and should yield higher performance gains for the proposed technologies. Average results using the measures described in [6] are also presented. We should note that the average results were calculated using (AVSNR) but also with our own implementation (within Excel) since, considering the number of simulations, we found it much simpler to perform the computation of these values.  Results appear to be very close if not in many cases identical (for bitrate savings) for the two different methods. Results are also presented for B frame encoding, where we should point out that no Direct Prediction was yet used. We believe that such technology would be even more beneficial for B frame encoding if properly incorporated into the codec. Results for B frame encoding using the concept presented in [9] regarding MV prediction with regards to B direct mode are also presented.
Our results demonstrate that the Direct Prediction technology, combined with MotionCopy (MCPD), can yield approximately 3.85% bitrate reduction or 0.2dB PSNR gain for encoding sequences with 5 reference frames, or 3.6% bitrate reduction and 0.17dB PSNR gain for encoding with 1 reference frame. From the results it appears quite obvious that the combination of MotionCopy with Direct Prediction outperforms all other cases in our experiments. At the QP values we did not notice much benefit, if any, from not encoding the residue. It is though possible that for higher QP values (QP>=28) and for extremely low bitrate that such would be even more beneficial. It is also interesting to note that the Enhanced Direct Prediction scheme does not have as good performance as compared to even only Direct Prediction. This is mainly due to the fact that additional overhead is transmitted for each submode, and that the spatial predictor is not RLC coded (note that also if the P16x16 candidate is the same as the MV predictor it only requires 4-5 bits for CBP=0). It is though very likely that the consideration of the Enhanced Direct Prediction combined with MotionCopy should perform better and it might be a viable solution.
Diagrams and Flow Charts:
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Figure 1: Direct Motion Projection as is used in B frame coding
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Figure 2: Direct P and B implementations in a Video Sequence
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Figure 3: Example of Direct Prediction. Collocated Macroblocks have identical motion information
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Figure 4: Direct Motion Projection for P frame coding
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Figure 5:  Usage of acceleration information in Direct Motion Projection.
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Figure 6: Direct Pixel Projection for B frame coding
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Figure 7: Direct Pixel Projection for P frame coding
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Figure 8: Block based Video Encoder
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Figure 9: Video Decoder
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Figure 10: Proposed Video Encoder using Direct Prediction
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Figure 11: Video Decoder using Direct Prediction
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