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Abstract
The current JVT standard appears to be quite unclear on how a Direct Mode coded Macroblock or block should be considered in the motion vector prediction within Bidirectionally Predicted (B) frames. Instead, it appears that the current software considers a Direct Mode Macroblock or subblock as having a “different reference frame” and thus not used in the prediction. Unfortunately, considering that there might still be high correlation between the motion vectors of a Direct predicted block with its neighbors such a condition could considerably hinder the performance of B frames and reduce their efficiency. This could also reduce the efficiency of error concealment algorithms when applied to B frames. 

In this document, we propose an alternative approach, which could improve the coding efficiency increase the correlation of motion vectors within B frames. This is done by considering a Direct Mode coded block essentially equivalent to a Bidirectionally predicted block within the motion prediction phase. The modifications necessary are basically negligible. 
Proposed Method
Direct Mode Macroblocks or blocks (in the case of 8x8 sub-partitions) could considerably improve the efficacy of Bidirectionally Predicted (B) frames since they can effectively exploit temporal correlations of motion vector information of adjacent pictures. The idea is essentially derived from temporal interpolation techniques where the assumption is made that if a block has moved from a position 
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at time t+2, then, by using temporal interpolation, at time t+1 the same block must have essentially been at position 
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 (Figure 1). The approach though most often used in current encoding standards instead assumes that the block at position (x,y) of frame at time t+1 most likely can be found at positions 
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at time t+2 (Figure 2).  Since the number Direct Mode coded blocks within a sequence can be significant, whereas no residue and motion information are transmitted for such a case, efficiency of B frames is considerably increased. Run length coding (for the case of UVLC) could also be used to improve performance even further. 
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Figure 1: Direct Pixel/Block Projection 
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Figure 2: Direct Motion Projection as is used in B frame coding
Unfortunately, the current JVT standard does not clarify how the motion vector prediction of blocks adjacent to direct mode blocks should be performed. As it appears from the current software, Direct Mode blocks are currently considered as having a “different reference frame” thus no spatial correlation is exploited in such a case. This could considerably reduce the efficiency of the prediction, but could also potentially affect the performance of error concealment algorithms applied on B frames in case such is needed. As an example, if we would like to predict the motion vector of E in the current codec, if A, B, C, and D were all Direct Mode coded, then the predictor will be set as (0,0) which could obviously not be a good decision. 
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	· E is predicted from A, B, C, D.

· If A, B, C, or D are Direct then they are not currently used in prediction.

· Modification

· If A, B, C, or D are direct, then use actual values of Motion Vectors and reference frames in prediction. Two options:

· If collocated macroblock/block in subsequent P frame is intra coded then reference frame is set to -1 

· If collocated macroblock/block in subsequent P frame is intra coded then assume reference frame is 0.


Instead, we propose of using the actual Motion information available from the Direct Mode coded blocks, for performing the motion vector prediction. This will enable a higher correlation of the motion vectors within a B frame sequence, and thus can lead to improved efficiency, while only doing negligible modifications in the standard and the reference software.  
A possible issue would be how to handle Direct Mode Macroblocks for which, the collocated block/macroblock in the subsequent frame was intra coded. We may select from two possible options. 

· Consider this macroblock/block as having a different reference frame, thus not using it in the motion vector prediction.

· Consider this macroblock as having (0,0) motion vector and reference frame 0.

Only the first case was evaluated in our simulation. It should also be noted that a modification is probably necessary in the deblocking filter process. Currently for the direct mode case the software only compares stored motion vectors taken from direct coded blocks (otherwise these are considered as zero). Instead, we should compare the exact motion vectors regardless of the block type used. It is though the author’s opinion that since for Direct Coded blocks no residue is transmitted, a stronger deblocking filter might give better performance. Furthermore, the Rate Distortion Decision for B pictures should probably be reexamined since it is quite likely that under the current motion vector prediction scheme, a different lambda (possibly higher) could lead to better coding efficiency. In addition, it was noted that the current rate distortion optimization scheme, does not properly consider the direct mode during the process (direct mode is considered as a residual transmission macroblock) [4]. We believe that such should be properly investigated and the rate distortion and lambda parameters used should be corrected.
Simulation Results
The testing conditions described in [2] were selected for the evaluation of this proposal. Due to time constrains though, some of the sequences were not used (especially for the 5 reference simulation). Additional experiments using 1/8th pel accuracy were also performed for a subset of the CIF resolution sequences using 1 reference frame. Our results, presented in more detail in the attached excel document, demonstrate a rather non insignificant PSNR gain, especially on CIF sequences (Table 1).  On the average, using 1 reference frame, prediction using direct MVs could lead to 1.95% bit savings or 0.073dB gain (best case 0.155dB), and for 5 reference frames 1.75% bit savings or 0.066dB PSNR gain (best case 0.150dB). The implementation is also quite straightforward and simple. Note that an implementation of this proposal is also included with document JVT-C128 [5].
Table 1: Average Bit savings and PSNR gain using Direct MV prediction
	Sequence
	Res.
	Framerate
	Ref.
	Avg.Bit  Saving % (AVSNR)
	Avg. PSNR gain (AVSNR)
	Avg.Bit Saving % (excel)
	Avg. PSNR gain (excel)

	Foreman
	QCIF
	10
	1
	0.22%
	0.011
	0.22%
	0.008

	
	CIF
	30
	1
	1.88%
	0.073
	1.89%
	0.061

	Container
	QCIF
	10
	1
	0.18%
	0.020
	0.18%
	0.015

	Coastguard
	CIF
	30
	1
	2.86%
	0.072
	2.86%
	0.097

	Mobile
	CIF
	30
	1
	3.93%
	0.135
	3.92%
	0.172

	Stefan
	CIF
	30
	1
	1.01%
	0.047
	1.01%
	0.044

	
	QCIF
	15
	1
	0.61%
	0.031
	0.61%
	0.027

	Bus
	CIF
	30
	1
	3.98%
	0.155
	3.98%
	0.153

	Flowergarden
	CIF
	30
	1
	2.91%
	0.115
	2.91%
	0.143

	Average
	
	
	1
	1.95%
	0.073
	1.95%
	0.080

	Foreman
	QCIF
	10
	5
	0.22%
	0.012
	0.22%
	0.008

	
	CIF
	30
	5
	1.58%
	0.065
	1.60%
	0.051

	Coastguard
	CIF
	30
	5
	2.55%
	0.066
	2.53%
	0.087

	Stefan
	CIF
	30
	5
	1.02%
	0.047
	1.02%
	0.045

	
	QCIF
	15
	5
	0.23%
	0.012
	0.23%
	0.009

	Bus
	CIF
	30
	5
	3.85%
	0.150
	3.85%
	0.149

	Flowergarden
	CIF
	30
	5
	2.79%
	0.112
	2.81%
	0.139

	Average
	
	
	5
	1.75%
	0.066
	1.75%
	0.070
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