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Summary

The multi-frame interpolative prediction (MFIP) which was first proposed in JVT-B075[1] exploits a temporal-interpolation on multiple reference frames. A modified syntax based on the B-picture in the current JWD[3] is proposed in this contribution. This syntax enables switching between the two default MFIP coefficients with no overhead, and requires only minor changes. Simulation results are shown in other contributions, JVT-C047, JVT-C067 and JVT-C103. These verify the effectiveness of the MFIP; SNR improvements of up to 1.7dB for fading sequences even with simple default coefficients, and extremely high coding gain of up to 5.8dB by adaptively determining the coefficients. Since the coding gain derived by the MFIP is significant, we propose to adopt it to the JVT CD. 

1. Multi-frame interpolative prediction

1.1 Basic idea

The multi-frame interpolative prediction (MFIP), originally proposed in JVT-B075[1], employs an adaptive frame interpolation for motion compensation in which a prediction signal is generated as a linear interpolation among frames in the multi-frame buffer. It is regarded as a generalized form of MH-picture[2], or a special case of B-picture. 

Figure 1 is an example to explain the proposed motion compensation process. Two reference frames, r1 and r2, in the multi-frame buffer are used for the interpolation. First, motion compensation signals are generated for each of these two reference frames. Then, the prediction signal is generated as a linear interpolation of the motion compensated signals as follows:
pred = r1 * w1 + r2 * w2 + d
where w1, w2 and d are the linear interpolation coefficients. The coefficients (w1, w2, d) are selected at the macroblock layer by determining the index for the coefficients set. 
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Figure 1 Multi-frame interpolative prediction

1.2 Default interpolation coefficients

MFIP is a general frame interpolative prediction framework, but two coefficients, (w1, w2, d) =(1/2,1/2,0) and (2,-1,0), are used for the simulation in JVT-B075 for simplicity. The prediction signal is calculated by only shift and addition operation, thus the computational amount is the same as the bi-directional prediction in B-picture.

The first coefficient (1/2,1/2, 0) corresponds to the mean interpolation of two reference frames. 
The second coefficient (2, -1,0) is useful for video sequences with fading as shown in JVT-B075. Figure 2 explains this. The brightness at the current frame (b0) equals to the extrapolation of those for reference frames r2 and r1 (b2 and b1), that is b0=2b1-b2, independent of the fading factor (gradient of brightness increment). Therefore, fade frames are predicted automatically without detecting the fading factors at the encoder. 

[image: image2.wmf] 

time

 

brighness

 

r2

 

r1

 

w2=

-

1

 

w1=2

 

b2

 

b1

 

b0=2b1

-

b2

 

r0

 

(current)

 


Figure 2 Extrapolation of fading sequence

This extrapolation mechanism works not only for simple fading like fade from black but also for general fading like fade from/to non-black colors or cross-fade. Figure 3 explains the cross-fade case where the scene transit from scene A to scene B. The pixel values at two different spatial positions m (red block) and n (light blue block) in the picture are shown by red and light blue arrows in the graph, respectively. As shown by the gradients of these two arrows, the ratio between pixel values of the current and the reference frames (=b0/b1) differ among pixel positions. Therefore, it is impossible to predict the cross-fade sequence correctly by the method like weighting the single reference frame. On the other hand, the extrapolation, b0=2b1-b2, satisfies for both positions as shown by the arrows. Therefore, cross-fade sequences are predicted by the proposed extrapolation method. The same applies for general fade types e.g. fade-in from white, etc.. 
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Figure 3 Effectiveness of coefficient (2,-1,0) for cross-fade

2. B-pictures based syntax to support JVT-B075 functionality
In the original proposal of JVT-B075, a syntax based on the reference picture index (ref_idx) was used to indicate both the reference picture and the interpolation coefficient. The interpolation coefficient was selected at the picture or the slice layer. In this contribution, a new syntax is provided to align with B-picture syntax in the current JWD (jwd2r7)[3]. This requires only semantics changes on the JWD, and includes the concept of MH-pictures. Furthermore, no additional information is necessary for switching between two coefficients, (1/2,1/2,0) and (2,-1,0), since the coefficient index is decided from the temporal references of two reference frames. A syntax is provided in the slice layer to load the MIFP coefficients. It will further improve the performance by sending the optimal coefficients for each frame or slice.

Changes on syntax and semantics are summarized in the following sections. Detailed descriptions are in section 3.

2.1 Switching between bi-directional picture and frame interpolation

If the reference picture preceding the target picture is chosen as backward reference picture the target picture can refer two forward reference pictures for interpolative prediction. Otherwise, the target picture can refer one forward reference picture and one backward reference picture for bi-directional prediction.

2.2 MFIP coefficient selection

If the number of MFIP coefficients is two (default), these two coefficients are switched by the following decision.

if (temporal reference of ref_idx1 < temporal reference of ref_idx2)


interpolation coefficient index is 0
((1/2,1/2,0) for default coefficient)
else


interpolation coefficient index is 1
((2,-1,0) for default coefficient)

where ref_idx1 and ref_idx2 are reference index of the forward reference picture and backward reference picture respectively.
2.3 Motion vector coding

If two forward motion vectors are coded at interpolation mode, the second motion vector is encoded as dmv (differential motion vector). Definition of dmv is the same as that of JVT-B075.
2.4 MFIP coefficient loading

For the adaptive setting of the MFIP coefficients for each frame or slice, syntax is provided at the slice layer to load the MFIP coefficients. The default MFIP coefficients, (1/2,1/2,0) and (2,-1,0) may be replaced by this way. 

3. Detailed description of changes

This section describes detailed changes on syntax, semantics and decoder operation to support the multi-frame interpolative prediction (MFIP) including MFIP coefficient loading syntax. If only the default coefficientsare used, the necessary changes are semantics changes summarized in sections 2.1 to 2.3 and prediction signal generation operation in section 3.4.2. 

3.1 Syntax

3.1.1 Slice Layer

Add the following syntax to slice_header().

	mfip_coeff_table() {
	Caegory
	Mnemonic

	  if ( Ptype == “B picture” ) {
	
	

	    number_of_luma_mfip_coeff
	
	ecselbf

	    number_of_chroma_mfip_coeff
	
	ecselbf

	    for (i=0; i< number_of_luma_mfip_coeff; i++) {
	
	

	      luma_mfip_coeff_w1[i]
	
	ecselbf

	      luma_mfip_coeff_w2[i]
	
	ecselbf

	      luma_mfip_coeff_d[i]
	
	ecselbf

	      luma_mfip_coeff_precision[i]
	
	ecselbf

	    }
	
	

	    for (i=0; i< number_of_chroma_mfip_coeff; i++) {
	
	

	      for (iCbCr=0; iCbCr<2; iCbCr++) {
	
	

	        chroma_mfip_coeff_w1[iCbCr][i]
	
	ecselbf

	        chroma_mfip_coeff_w2[iCbCr] [i]
	
	ecselbf

	        chroma _mfip_coeff_d[iCbCr] [i]
	
	ecselbf

	        chroma _mfip_coeff_precision[iCbCr] [i]
	
	ecselbf

	      }
	
	

	    }
	
	

	  }
	
	

	}
	
	


3.1.2 MB Layer

Add the following syntax to prediction16x16() and prediction8x8(). 

	mfip_coeff_index() {
	Caegory
	Mnemonic

	  if (prediction_mode == “Bidirect.” &&


number_of_luma_mfip_coeff > 2)
	
	

	      luma_mfip_coeff_idx
	
	ecselbf

	  if (prediction_mode == “Bidirect.” &&


number_of_chroma_mfip_coeff > 2)
	
	

	      chroma_mfip_coeff_idx
	
	ecselbf

	}
	
	


3.2 Semantics

3.2.1 number_of_luma_mfip_coeff, number_of_chroma_mfip_coeff

number_of_luma_mfip_coeff represents the number of MFIP coefficients for luminance signal loaded. Corresponding default coefficients are replaced by the loaded coefficients. If number_of_luma_mfip_coeff is zero, no MFIP coefficient is loaded and the default coefficients are used. If number_of_luma_mfip_coeff is not zero and less than the number of default MFIP coefficients (=2), then the default coefficients are used for the not loaded coefficients. 

Same applies for chrominance MFIP coefficients using number_of_chroma_mfip_coeff. 

3.2.2 luma_mfip_coeff_w1, luma_mfip_coeff_w2, luma_mfip_coeff_d, chroma_mfip_coeff_w1, chroma_mfip_coeff_w2, chroma_mfip_coeff_d

luma_mfip_coeff_w1, luma_mfip_coeff_w2 and luma_mfip_coeff_d are MFIP coefficients to generate luminance prediction signals. luma_mfip_coeff_precision represents the precision of luma_mfip_coeff_w1, luma_mfip_coeff_w2 by power of 2. The MFIP prediction signal generation procedure is explained in section xxx. Same applies for chrominance MFIP coefficients using chroma_mfip_coeff_w1, chroma_mfip_coeff_w2, chroma_mfip_coeff_d and chroma_mfip_coeff_precision. 

The default values of MFIP coefficient are listed in the following table.
Table x-x Default MFIP coefficients

	
	i=0

(TR of ref_idx1 < TR of ref_idx2)
	i=1

(TR of ref_idx1 >= TR of ref_idx2)

	luma_mfip_coeff_w1[i]
chroma_mfip_coeff_w1[iCbCr] [i]
	1
	2

	luma_mfip_coeff_w2[i]
chroma_mfip_coeff_w2[iCbCr] [i]
	1
	-1

	luma_mfip_coeff_d[i]
chroma_mfip_coeff_d[iCbCr] [i]
	0
	0

	luma_mfip_coeff_precision[i]
chroma_mfip_coeff_precision[iCbCr] [i]
	1
	0


3.2.3 luma_mfip_coeff_idx, chroma_mfip_coeff_idx 
luma_mfip_coeff_idx indicates the MFIP coefficient index to generate luminance prediction signals. If number_of_luma_mfip_coeff is less than or equal to the number of default MFIP coefficients (=2), luma_mfip_coeff_idx is not sent, and the MFIP index is determined as follows: 
if (temporal reference of ref_idx1 < temporal reference of ref_idx2)


interpolation coefficient index is 0
((1/2,1/2,0) for default coefficient)
else


interpolation coefficient index is 1
((2,-1,0) for default coefficient)

If number_of_luma_mfip_coeff is greater than the number of default coefficients, luma_mfip_coeff_idx shall not exceed number_of_luma_mfip_coeff. Same applies for chrominance MFIP coefficients using chroma_mfip_coeff_idx. 
3.3 Motion vector coding
If the two reference frames used for the interpolation exist in the same direction (either forward or backward), the motion vector for the farthest reference frame is coded using the differential motion vectors from the scaled motion vector for the nearest reference frame. This process is illustrated in figure xxx. First, the scaled motion vector (scaled mv) is calculated from the coded motion vector for frame r1 (mv1). Then, the motion vector for frame r2 (mv2) is calculated by adding the coded differential motion vector (dmv) to the scaled mv.
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where TR1 is the temporal distance between the current frame and the reference frame r1, and TR2 is the temporal reference between the current frame and the reference frame r2. 

[image: image5.wmf] 

r1

 

r2

 

dmv

 

mv1

 

mv2

 

scaled mv

 

TR

1

 

TR

2

 


Figure x-x Motion vector scaling and differential MV coding

3.3.1 MFIP coefficient for skipped macroblock

For the skipped macroblock, MFIP coefficient for mfip_coeff_idx=0 is used. This corresponds to (1/2,1/2,0) (i.e. mean interpolation) when the default coefficient is used. 

3.4 Prediction signal generation

3.4.1 General form

Pred = ( Ref1 * W1 + Ref2 * W2 ) >> SFT + D

where

Pred = MFIP prediction signal

Ref1 = Reference signal corresponding to the reference index ref_idx1
Ref2 = Reference signal corresponding to the reference index ref_idx2
W1 = mfip_coeff_w1[mfip_coeff_idx]

W2 = mfip_coeff_w2[mfip_coeff_idx]

D = mfip_coeff_d[mfip_coeff_idx]

SFT = mfip_coeff_precision[mfip_coeff_idx]

3.4.2 Default coefficient

When the default MFIP coefficient, (1/2,1/2, 0) or (2,-1, 0), is used (coefficients are not loaded in the slice layer), prediction signal generation procedure is equivalent to the equation in the following table, and thus accomplished by only shift and addition/subtraction operations. 

Table x-x Prediction signals for default MFIP coefficients

	mfip_coeff_idx
	MFIP coefficient
	prediction signal

	0
	(1/2, 1/2, 0)
	(ref1 + ref2)/2

	1
	(2, -1, 0)
	2*ref1 - ref2


4. Conclusion

The multi-frame interpolative prediction (MFIP) is proposed which exploits a temporal-interpolation on multiple reference frames. A modified syntax suited to the B-picture definition in the current JWD is proposed, which enables switching two MFIP coefficients with no overhead information. Detailed description for changes is also provided in this document. The performance of MFIP was shown in JVT-B075, and verified based on the current JM program as shown in JVT-C067[4] and JVT-C047[5]. These show SNR improvements of up to 0.3dB for normal sequences and 1.7dB for fading sequences even with two simple default coefficients. Extremely high coding gain of up to 5.8dB was observed by adaptively determining the MFIP coefficients frame by frame as shown in JVT-C103[6]. 

Since the coding gain of the proposed MFIP framework is significantly high, we propose to adopt MFIP in the CD with:

· default coefficients (1/2,1/2,0) and (2,-1,0) because of the simplicity where the prediction signal is calculated only by shift and addition/subtraction operations,

· modified syntax in this document since it requires only semantics changes on the B-picture of the current JWD,

· MFIP coefficient loading mechanism as an optional feature since the coding gain becomes extremely high by adaptively obtaining the coefficients.
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