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1. Introduction

In the current H.26L [1] a nine-mode based intra prediction scheme is adopted (see section 2 for details). Compared to the previous six-mode based scheme, the newly adopted scheme is more efficient but increases both memory requirement and computational complexity by a factor about four. While the coding efficiency increase is of top priority on the high-end devices, the complexity increase is not favorable for the low-end H.26L applications. Therefore, it is desired to have a complexity-scalable intra prediction that can serve the needs of both the low- and high-end applications.

In contribution we proposed a complexity-scalable intra prediction scheme for H.26L video coding to satisfy the different needs of low- and high-end H.26L devices. The scheme is based on a design of a memory scalable probability table that allows the scheme to operate in low-complexity or high-complexity mode. In the low-complexity mode, the scheme only needs to store a sub-table of the probability table and the entropy table used for encoding the prediction modes. While in the high-complexity mode the entire probability and the entropy table has to be stored. The high-complexity mode is fully backward compatible to the low-complexity mode. The experiments showed that the proposed scheme provides the comparable coding efficiency with the current nine-mode based and previous six-mode based intra prediction scheme when operating in the high- and low- complexity mode, respectively. 

2. Problem with Intra Prediction H.26L

The intra prediction method described in H.26L section 4.4.4 [1]  requires the storage of two tables (i.e. table 1 and table 2) on the decoder side. The probability table (Table 3 in [1]) requires 10x10x9/2 = 450 bytes memory for ASIC design.  For DSPs this number is higher if each number in Table 3 is stored as byte (8-bit), which leads to memory size of 900 bytes. On top of that, the UVLC table (table 2) requires 9x9 = 81 bytes for storage. Considering that the memory requirement for storing the rest of UVLC tables in H.26L is less than 338 bytes, the memory requirement of the intra prediction is extremely high, and can be easily critical for ASIC and DSP implementation. 

In the low-complexity H.26L codecs, it is desired to use only a subset of the total nine intra prediction modes in order to reduce the memory requirement and computational complexity. However, the current intra prediction method is lack of the complexity scalability. In table 3 [1] prediction mode 0, 1, 2, …8 spread over all the nine probability positions in each string. Therefore, even if a subset of the prediction modes is used, the decoder has to store a portion of Table 1 and entire table 2. For example, if only 6 modes are used, the memory size for DSP implementation is 7x7x9 (portion of table 3) + 81 (UVLC table) = 522 bytes. What is more, experimental results revealed that the use of six modes out of nine modes leads to worse performance than the previous 6-mode based algorithm in JVT WD1. 

3. Complexity Scalable Intra Prediction

The complexity scalable intra prediction method is aimed to satisfy the needs of low- and high-complexity H.26L codecs. The memory and computational resource is highly limited on low-end devices, so a low-complexity intra prediction scheme is desired. While on high-end devices (such as PCs) where memory and computational complexity is not a concern, coding efficiency is of high priority and a complex and but highly efficient intra prediction scheme can be used. In addition, the backward compatibility between the low- and high-complexity schemes should be considered during the design. It is desired that the high-end decoder can decode the bitstreams generated by the low-end devices, which inevitably requires that the low-complexity intra-prediction scheme be a subset of the high-complexity scheme.

Table 3 and table 4 are  used to explain the concept of the complexity-scalable intra prediction described above. In this particular case two complexity layers are established (i.e. M = 9, N =2, M0 = 6, M1 = 9 ). There are in total 9 prediction modes (0,1,2,…8), only six modes (0,1,2,3,4,5) are supported in the low-complexity layer. So the 9 modes are divided into two sub-groups, layer 0 with mode 0,1, 2, 3, 4, 5, layer 1 with mode 0, 1, 2, 3, 4, 5, 6, 7,8. In order to ensure the highest possible coding efficiency in the low-complexity scheme, any mode in layer 0 has higher probability than mode 6, 7, 8.  

A limitation then is imposed on construction of the probability table. As shown in Table 3, for B\A less than 6 the strings are divided into two groups, “red” and “black”. Mode 0, 1, ..5 can only appear in “red” part (position from 0 to 5), ordered by their probabilities, while mode 6, 7, 8 can only spread in the “black” part (position from 6 to 8). For B\A larger than 5, no limitation is imposed, nine modes can spread all over the nine positions in each string, depending on their probabilities.

In this way, the low-complexity intra prediction scheme which uses mode 0 to 5 only needs to store the sub-tables marked “red” in table 3 and 4, while the high-complexity scheme stores entire table 3 and table4. Since the low-complexity scheme is strictly a subset of the high-complexity scheme, the backward compatibility is guaranteed. 

The low-complexity scheme has the least amount of memory requirement. In this particular case, only 7x7x6 (probability sub-table) + 36 (UVLC sub-table) = 310 bytes are needed for storing the tables in the low-complexity scheme, which is about 40% saving compared to 522 bytes needed in the H.26L intra prediction described in previous sections when six modes used.

TABLE 3
Prediction mode as a function of ordering signaled in the bitstream in a complexity scalable scheme

B\A
outside            0              1                   2              3                  4                  5                    6                    7                8

outside

0

1

2

3

4

5

6

7

8
0--------    021------      102------       201------       012------      012------        012------      012------       012------        012------  

045------  041325687  104325678  230415687  304215867  043512876  045132786  603247158  014675238  084351267  

045------  014325867  102435867  201345687  032154678  041325768  014532867  263105784  106527438  038214765  

045------  024315867  120345867  210345687  320145678  042351768  021534768  263147580  261748035  230481675  

045------  304152768  310425678  231054678  304215867  403512687  304512786  360218457  013568742  380452716  

405------  403512876  401352867  245031867  430512867  405312876  405312876  436521087  405138762  480531267  

504------  504312876  015432786  204513768  530412687  450312876  504132786  560328417  451038276  584362107  

504------  016348527  261357048  261038754  360251784  401362587  146805732  632104785  016538724  038654721  

504------  015863724  105742386  210538647  035124678  045687321  501364278  310625847  103547862  053812476  

504------  840317652  038142567  231408756  384156702  480357261  048357261  306482157  043817526  843051672  



Table 4, the proposed UVLC table used for (prob0, prob1) coding

UVLC_Prob[prob0=0,1,…8][prob1=0,1,…8]

= {

{ 0,  2,  3,  6,  8, 13,  9, 18, 15, },

{ 1,  5, 12, 17, 23, 31, 27, 35, 34, },

{ 4, 11, 19, 24, 30, 43, 37, 47, 42, },

{ 7, 16, 22, 28, 36, 50, 45, 54, 52, },

{10, 20, 29, 38, 51, 59, 61, 66, 63, },

{21, 26, 40, 53, 60, 71, 72, 76, 70, },

{48, 33, 44, 57, 68, 77, 78, 80, 79, },

{25, 39, 49, 56, 62, 73, 74, 75, 64, },

{14, 32, 41, 46, 55, 65, 67, 69, 58, },

};

4. Proposed Complexity Scalable Intra Prediction Scheme to H.26L

we proposed use the following complexity scalabale intra prediction scheme to replace the current H.26L one. The scheme contains nine prediction modes defined in this section together with the table 3 and table 4 described in the last section. The (prob0, prob1) coding is unchanged expect for the UVLC table (table 4) is different. Note that the modes defined below already existed in the previous H.26L versions.

Compared to the H.26L intra prediction, the proposed one has the following advantages:

1. simplicity: only nine boundary pixels from the adjacent blocks (A, B, C, D, E, F, G, H, I in figure 4, see figure 1 also) are used in prediction, mode 0 to mode 5 are much simpler than those in the current H.26L

2. complexity-scalability: allows two layers of complexity scalability, a low-complexity codec can support the first six prediction mode, while a high-complexity codec can use all the nine modes. Full backward compatibility between the high- and low-complexity codecs is guaranteed.  
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FIGURE 4
Syntax diagram for the Picture header.

For the luminance signal, there are 9 intra prediction modes labeled 0 to 8.  Mode 0 is ‘DC-prediction’ (see below).  The other modes represent directions of predictions as indicated below.
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FIGURE 5
Mode 0: DC prediction

Generally all pixels are predicted by (A+B+C+D+E+F+G+H)//8.  If four of the pixels are outside the picture, the average of the remaining four is used for prediction.  If all 8 pixels are outside the picture the prediction for all pixels in the block is 128.  A block may therefore always be predicted in this mode.

Mode 1: Vertical/Diagonal Prediction

This mode is used only if all A,B,C,D are inside the picture.

a is predicted by: 


(A+B)/2

e is predicted by 


B

b,i are predicted by 

(B+C)/2

f,m are predicted by 

C

c,j are predicted by 

(C+D)/2

d,g,h,k,l,n,o,p are predicted by 
D

Mode 2: Vertical prediction

If A,B,C,D are inside the picture,  a,e,i,m are predicted by A,  b,f,j,n by B etc.

Mode 3: Diagonal prediction

This mode is used only if all A,B,C,D,E,F,G,H,I are inside the picture.  This is a 'diagonal' prediction.

m is predicted by: 


(H+2G+F)//4

i,n are predicted by 

(G+2F+E)//4

e,j,o are predicted by 

(F+2E+I)//4

a,f,k,p are predicted by 

(E+2I+A)//4

b,g,l are predicted by 

(I+2A+B)//4

c,h are predicted by 

(A+2B+C)//4

d is predicted by 


(B+2C+D)//4

Mode 4: Horizontal prediction

If E,F,G,H are inside the picture,  a,b,c,d are predicted by E,  e,f,g,h by F etc.

Mode 5: Horizontal/Diagonal prediction

This mode is used only if all E,F,G,H are inside the picture.

a is predicted by: 


(E+F)/2

b is predicted by 


F

c,e are predicted by 

(F+G)/2

f,d are predicted by 

G

i,g are predicted by 

(G+H)/2

h,j,k,l,m,n,o,p are predicted by 
H

Mode 6: Vertical-Left prediction
This mode is used only if all A,B,C,D,E,F,G,H,I are inside the picture.  This is a 'diagonal' prediction.

a, j are predicted by 
(I + A + 1)>>1; 

b, k are predicted by 
 (A + B + 1)>>1; 

c, l are predicted by 
 (B + C + 1)>>1; 

d  is predicted by 
 (C + D + 1)>>1;            

e, n are predicted by 
 (E + 2*I + A + 2)>>2; 

f, o are predicted by 
 (I + 2*A + B + 2)>>2; 

g, p are predicted by 
 (A + 2*B + C + 2)>>2; 

h  is predicted by 
 (B + 2*C + D + 2)>>2;  

I is predicted by
 
 (I + 2*E + F + 2)>>2;  

m is predicted by 

 (E + 2*F + G + 2)>>2;  

Mode 7: Vertical-Right prediction

This mode is used only if all A,B,C,D,E,F,G,H,I are inside the picture.  This is a 'diagonal' prediction.

a  is predicted by 
 ( 2*(A+B+G)+F+H+4)>>3; 

b, i are predicted by 
 (B + C + 1)>>1; 

c, j are predicted by 
 (C + D + 1)>>1; 

d, k are predicted by 
 (D + E + 1)>>1; 

l  is predicted by 
 (E + F + 1)>>1; 

e  is predicted by 
 (2*(B+H) + A + C + G + H + 4)>>3; 

f, m are predicted by 
 (B + 2*C + D + 2)>>2; 

g, n are predicted by 
 (C + 2*D + E + 2)>>2;  

h, o are predicted by 
 (D + 2*E + F + 2)>>2;  

p is  predicted by 
 (E + 2*F + G + 2)>>2;  

Mode 8: Horizontal-Down prediction

This mode is used only if all A,B,C,D,E,F,G,H,I are inside the picture.  This is a 'diagonal' prediction.

a, g are predicted by 
 (I + E + 1)>>1; 

b, h are predicted by 
 (E + 2*I + A + 2)>>2;

c is predicted by 
 (I + 2*A + B +2)>>2; 

d is predicted by 
 (A + 2*B + C +2)>>2; 

e, k are predicted by 
 (E + F + 1)>>1; 

f, l are predicted by 
 (I + 2*E + F + 2)>>2; 

i, o are predicted by 
 (F + G + 1)>>1; 

j, p are predicted by 
 (E + 2*F + G + 2)>>2;  

m is predicted by 
 (G + H + 1)>>1;  

n is predicted by 
 (F + 2*G + H +2)>>2;     

5. Experimental Results

Simulation was carried out on the seven H.26L test sequences. H.26L reference software JM1.9 was used. The simulation conditions follow the recommendation specified in [2], except for that all the frames are coded as I-frames. QP =16, 20, 24, 28 are used. Table 5, 6, 7, 8 list the simulation results. TML6_JVTWD1 denotes the previous version of H.26L intra prediction which used mode 0 to 5 defined in section 4. TML9_JVTWD2 standards for the current H.26L intra prediction based on the nine modes defined. TML6_JVTWD2 represents the current 9-mode based intra prediction but with mode 5, 6, 8 disabled. Low-complexity uses only the six modes in the proposed intra prediction scheme, while high-complexity uses all the nine prediction modes defined in the previous section. At the end of each table, the average result over the seven test sequences is listed, followed by “Diff” which shows the PSNY difference and bit-rate reduction with respect to TML6_JVTWD1. 

Sequence
Intra Prediction with 6 modes
Intra Prediction with 9  modes


TML6_JVTWD1
TML6_JVTWD2
low_complexity
TML9_JVTWD2
high_complexity


PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]

container
37.12
 251.12
37.11
 254.51
37.11
 251.14
37.15
 249.75
37.14
 248.43

  foreman
36.79
 244.96
36.82
 256.64
36.79
 245.12
36.87
 242.72
36.83
 238.64

   mobile
35.32
7171.01
35.31
7236.69
35.31
7175.97
35.38
7092.07
35.37
7114.38

     news
37.68
 273.70
37.65
 278.76
37.68
 274.10
37.72
 269.99
37.71
 270.33

    paris
36.61
2137.31
36.60
2152.90
36.61
2136.45
36.63
2099.83
36.63
2110.59

   silent
36.38
 406.83
36.36
 410.86
36.38
 407.57
36.43
 396.56
36.43
 403.91

  tempete
36.12
4598.66
36.10
4646.08
36.11
4602.17
36.17
4545.71
36.17
4574.45

  average
36.57
2154.80
36.56
2176.63
36.57
2156.07
36.62
2128.09
36.61
2137.25

     Diff
 0.00
   0.00%
-0.01
   1.01%
-0.00
   0.06%
 0.05
  -1.24%
 0.04
  -0.81%

Table 5, simulation result for QP = 16

Sequence
Intra Prediction with 6 modes
Intra Prediction with 9  modes


TML6_JVTWD1
TML6_JVTWD2
low_complexity
TML9_JVTWD2
high_complexity


PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]

container
34.36
 171.62
34.34
 174.15
34.37
 171.70
34.39
 170.08
34.40
 169.32

  foreman
34.03
 162.03
34.04
 173.37
34.03
 162.34
34.10
 162.46
34.09
 157.60

   mobile
31.84
5223.63
31.83
5281.66
31.83
5228.01
31.89
5150.99
31.88
5171.85

     news
34.60
 197.61
34.61
 201.72
34.59
 197.97
34.63
 194.13
34.62
 194.96

    paris
33.56
1512.34
33.55
1526.83
33.55
1511.19
33.57
1477.80
33.57
1488.13

   silent
33.56
 261.38
33.54
 265.80
33.55
 262.33
33.59
 255.03
33.57
 259.79

  tempete
32.90
3190.58
32.88
3234.16
32.89
3192.04
32.93
3142.01
32.93
3170.03

  average
33.55
1531.31
33.54
1551.10
33.54
1532.23
33.59
1507.50
33.58
1515.95

     Diff
 0.00
   0.00%
-0.01
   1.29%
-0.01
   0.06%
 0.04
  -1.56%
 0.03
  -1.00%

Table 6, simulation result for QP = 20

Sequence
Intra Prediction with 6 modes
Intra Prediction with 9  modes


TML6_JVTWD1
TML6_JVTWD2
low_complexity
TML9_JVTWD2
high_complexity


PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]

container
31.56
 113.51
31.55
 115.31
31.56
 113.30
31.58
 111.95
31.59
 111.44

  foreman
31.31
 101.09
31.31
 111.85
31.30
 101.43
31.40
 104.99
31.36
  98.87

   mobile
28.55
3557.63
28.54
3607.02
28.54
3560.68
28.59
3494.05
28.58
3514.95

     news
31.62
 136.02
31.57
 139.19
31.62
 136.32
31.62
 132.48
31.65
 133.64

    paris
30.55
1021.23
30.54
1032.71
30.54
1019.64
30.56
 991.49
30.56
 999.62

   silent
31.05
 161.21
31.02
 163.78
31.06
 161.54
31.07
 159.10
31.06
 159.69

  tempete
29.88
2070.06
29.85
2106.48
29.87
2071.29
29.89
2031.69
29.89
2055.66

  average
30.65
1022.96
30.63
1039.48
30.64
1023.46
30.67
1003.68
30.67
1010.55

     Diff
 0.00
   0.00%
-0.02
   1.61%
-0.00
   0.05%
 0.03
  -1.89%
 0.02
  -1.21%

Table 7, simulation result for QP = 24

Sequence
Intra Prediction with 6 modes
Intra Prediction with 9  modes


TML6_JVTWD1
TML6_JVTWD2
low_complexity
TML9_JVTWD2
high_complexity


PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]
PSNRY[dB]
Bitrate

[Kbps]

container
28.83
  72.43
28.83
  74.40
28.83
  72.57
28.85
  71.90
28.86
  71.33

  foreman
28.60
  60.60
28.64
  70.52
28.60
  61.10
28.73
  66.93
28.64
  59.98

   mobile
25.43
2314.34
25.42
2350.36
25.42
2316.17
25.48
2272.49
25.46
2286.83

     news
28.62
  89.36
28.60
  90.71
28.63
  89.52
28.62
  86.99
28.66
  87.88

    paris
27.58
 667.80
27.58
 673.06
27.58
 666.76
27.60
 643.16
27.60
 651.26

   silent
28.50
  94.56
28.49
  95.78
28.50
  94.73
28.49
  94.65
28.49
  94.24

  tempete
27.01
1262.16
26.98
1279.23
27.01
1261.33
27.00
1236.81
27.02
1254.32

  average
27.80
 651.61
27.79
 662.01
27.80
 651.74
27.82
 638.99
27.82
 643.69

     Diff
 0.00
   0.00%
-0.00
   1.60%
 0.00
   0.02%
 0.03
  -1.94%
 0.02
  -1.21%

Table 8, simulation result for QP = 28

As shown Table 5 to 8, the current 9-mode based intra prediction scheme provides up to about 2% gain compared to the previous six-mode based intra prediction scheme (TML6_JVTWD1). However, it underperfoms the previous 6-mode based intra prediction scheme by up to 1.6% in average if only the six corresponding predction modes are turned on. With the proposed complexity-scalable intra prediction scheme, it can provide roughly the same coding efficiency as the previous six-mode based intra prediction scheme (TML6_JVTWD1) when operating in low-complexity mode. When operating in high-complexity mode, the proposed schemes underperforms the current 9-mode based one about 0.7% in average.  

6. Conclusions


The proposed complexity-scalable intra prediction scheme provides the comparable coding efficiency with the current nine-mode based and previous six-mode based intra prediction scheme when operating in the high- and low- complexity mode, respectively. Compared to the current intra prediction scheme, the proposed one is much simpler in terms of computational complexity and satisfies the needs of both the low- and high-end H.26L applications due to its nature of complexity scalability. Also, it guarantees the backward compatibility between the high- and low-complexity modes.
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In the case of any box other than 2.0 above, please provide the following:

Patent number(s)/status



Inventor(s)/Assignee(s)



Relevance to JVT



Any other remarks:



(please provide attachments if more space is needed)



(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

Disclosure information – Third Party Patents (choose one box)




x
3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



[image: image10.wmf]
3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



3rd party name(s)



Mailing address



Country



Contact person



Telephone



Fax



Email



Patent number/status



Inventor/Assignee



Relevance to JVT







Any other comments or remarks:



8





5





7





6





1





3





4





2








