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1. Introduction

In the Pattaya meeting, VCEG/JVT decided to initiate a core experiment about the sub-picture coding technique presented in VCEG-O46, titled “New Image Segmentation Method”. This document describes the core experiment. It also includes an executable simulation script, the source code, and some explanations to ease the experiment. The script and the source code are contained in the accompanying files “VCEG-O57_script.zip” and “VCEG-O57_src.zip”, respectively.

Section 2 of the document reprints the description of the sub-picture coding method for convenience. The coding method is unchanged compared to VCEG-O46. The core experiment is targeted for Internet multicast. Section 3 describes the simulation conditions, which are essentially the same as in VCEG-O46 except for improved quantization parameter allocation. Section 4 provides instructions how to run the simulation script and some remarks on the source code.

2. Sub-Picture Coding

2.1 Sub-picture Layer

A sub-picture coding layer is added between picture and slice layers. Sub-pictures are rectangular except for the so-called background sub-picture, which consists of the picture area not falling to any of the rectangular sub-pictures. Rectangular sub-pictures are also referred to as foreground sub-pictures. Sub-pictures do not overlap. All sub-pictures are coded in scan-order. A slice resides within one sub-picture only. A slice in a background sub-picture may not contain spatially adjacent macroblocks within a macroblock line, as it can be intervened by foreground sub-pictures.

2.2 Coding Modes

There are two coding modes associated with sub-pictures: independent sub-picture coding and normal prediction mode. 

In independent sub-picture coding, boundaries of rectangular segments are treated as image boundaries. Sub-picture segmentation is static over a group of pictures (or any similar grouping of pictures). Temporal and spatial prediction over sub-picture boundaries is prevented when coding rectangular sub-pictures. No such limitation exists when coding the background sub-picture, as the background sub-picture is considered to have a lower subjective importance and it is not protected against error propagation. Motion vectors shall not point outside rectangular sub-pictures. Spatial prediction or loop-filtering shall not be done across sub-picture boundaries. 

In normal prediction mode, sub-picture boundaries are treated as slice boundaries. Motion vectors may point outside sub-pictures freely and loop-filtering is applied across sub-picture boundaries.

2.3 Bit-Stream Syntax

Slices (or data partitions) are considered the minimum separable unit for transport packetization. We did not want to introduce a competitive concept to slices in the bit-stream level, and therefore we included the sub-picture information in the slice header. Consequently, the transport packetization and depacketization process work the same way as previously regardless of whether sub-pictures are in use. 

Use of sub-pictures is signaled in the parameter list of picture and sequence layer data (see VCEG-N72-R1). 

When sub-pictures are in use, the slice header shall be as follows:

PictureID
As defined in VCEG-N72-R1.

SliceType
As defined in VCEG-N72-R1.

FirstMBInSliceX
The horizontal position (column) of the first macroblock in the slice relative to the sub-picture.

FirstMBInSliceY
The vertical position (row) of the first macroblock in the slice relative to the sub-picture.

InitialQP
As defined in VCEG-N72-R1.

SubPictureID
Unique identifier of the sub-picture. Each sub-picture is assigned an ID starting from zero and incremented by one in coding order. The count shall be reset for each picture. If independent sub-picture coding is in use, sub-picture ID shall remain the same for the spatially matching sub-pictures over a group of pictures.

SubPictureInfo
0: Sub-picture attributes are the same as the attributes of a sub-picture having the same ID in the previous picture. This value is useful especially in the independent sub-picture coding mode.
1: Sub-picture attributes are the same as the attributes of a sub-picture having the same ID in the same picture. This value is used if a sub-picture contains multiple slices.
2: Sub-picture location and size is defined in the following four codewords. If independent sub-picture coding is in use, the following four codewords shall remain the same within a group of blocks. A repetition of the codewords is allowed for error resiliency purposes.
3: Background sub-picture. If one of the earlier sub-pictures for the same picture is lost and its location and size are not externally signaled (which is typical in normal prediction mode), decoder shall not decode the background sub-picture, as its shape is unknown.

Left
The coordinate of the left-most macroblock in the sub-picture (in macroblocks). The left-most macroblock column of the picture is assigned value zero.

Top
The coordinate of the top-most macroblock in the sub-picture (in macroblocks). The top-most macroblock row of the picture is assigned value zero.

Width
Width of the sub-picture. The codewords are assigned as follows:

	Symbol no
	UVLC code
	Explanation

	0
	1
	Guess = (RightMost - Left) / 2 + 1, where RightMost is the column address of the right-most macroblock of the picture and / stands for division by truncation. For example, for a QCIF picture and Left equal to 3, Width becomes (10-3)/2+1 = 4. 

	1
	001
	Guess + 1

	2
	011
	Guess – 1

	3
	00001
	Guess + 2

	4
	00011
	Guess – 2

	…
	…
	…


Height
Height of the sub-picture. The codewords are assigned similarly to Width.

3. Simulation Conditions

3.1 Overview

The performances of three codecs are to be compared: 

1) TML-8.6 with the sub-picture coding scheme proposed in VCEG-O46 (herein referred to as the RSP codec), 

2) TML-8.6 with region-of-interest (ROI) quantization (ConvROI codec), and 

3) the original TML-8.6 without ROI quantization (Conv codec). 

Conditions simulating multicast Internet streaming are going to be applied. The conditions are based on the common conditions for the low-delay Internet applications (VCEG-N79R1). As interactive error concealment cannot be used in large scale with IP multicast, parity FEC according to RFC 2733 is used for each codec. 

The simulation procedure for each input sequence consists of two main phases:

1. As a single packet stream is transmitted in multicast Internet streaming, coding and transport parameters are optimized by trial and error for the worst expected case (20 % packet loss rate). Several INTRA GOB update (IGU) rates as well as several slice sizes are tested. The packet stream obtaining the best PSNR performance is selected. Section 3.3 describes which algorithm is used in IGU rate and slice size optimization. Section 3.4 explains how the bit-rate is controlled and how quantization parameters are assigned.

2. The packet stream is multicast virtually, and the PSNR performance in 0, 3, 5, and 10 % packet loss rate is simulated. 

Both main simulation phases include packetization, packet loss simulation according to VCEG-N79r1, and depacketization. Section 3.5 gives an insight into the packetization process.

Instead of encoding 4000 frames as specified in VCEG-N79R1, the PSNR of the decoded video is calculated for each of the 10 runs, the average PSNR plus the best and worst cases of the 10 runs should be shown, as proposed in VCEG-M77. This method is used to show the variation of the PSNR depending on the position of the loss pattern files. The first loss pattern position of a run starts from where the previous run ended. PSNR is calculated between each frame of the source sequence (at full frame rate) and the corresponding reconstructed frame, including repetitions of previous frames in place of skipped and lost frames.

Earlier, for VCEG-O46, we carried out simulations without transport-layer FEC coding too (results for Carphone included in VCEG-O46 and results for Coastguard and Hall presented in the Pattaya meeting). However, when FEC was applied, the results were considerably better than those were without FEC. Moreover, a system providing transport-layer unequal error protection is better to demonstrate the potential of the sub-picture coding method. Therefore, the core experiment is carried out with a system applying FEC according to RFC 2733. 

3.2 Test Sequences

The sequences, picture sizes, frame rates and bit-rates described in this section are recommended in the core experiment.

Five QCIF sequences (Carphone, Coastguard, Foreman, Hall and News) and one CIF sequence (Irene), with different frame rates and bitrates, are simulated. Foreman sequence is simulated twice with different bitrates. Therefore, there are of totally seven simulation cases, as shown in Table 1. The foreground sub-picture position and size for each case are also shown in Table 1.

Table 1. The seven simulation cases. 

	Sequence
	Bitrate

(kbps)
	Frame Rate

(frame/s)
	Num of Encoded Frames
	Foreground Sub-picture Position & Size 

(Unit: MB)

	
	
	
	
	Left
	Top
	Width
	Height

	Carphone
	64
	10
	99
	2
	1
	6
	6

	Coastguard
	64
	10
	99
	1
	2
	9
	4

	Foreman
	64
	7.5
	75
	2
	2
	7
	6

	Foreman
	144
	7.5
	75
	2
	2
	7
	6

	Hall
	32
	10
	99
	2
	2
	7
	4

	News
	64
	15
	149
	2
	1
	8
	6

	Irene
	384
	30
	99
	4
	2
	11
	13


The foreground sub-picture for each sequence is obtained by manual segmentation, which tries to find the best common region of interest for all used frames in the sequence. The visual segmenting results of the six sequences can be roughly seen from Figure 1. 
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Figure 1. Sub-picture segmentation for the test sequences.

3.3 Optimization of Slice Size and IGU rate

For QCIF sequences, the slice size is selected from the set of 1, 3, or 9 GOBs/slice (the last means 1 slice/picture), and the IGU rate is 1 GOB per 1, 2, 3, 4, 5, or 0 pictures (the last means that no GOBs are forced to be intra-coded). For CIF sequences, the slice size is selected from the set of 1, 3, 9, or 18 GOBs/slice (the last means 1 slice/picture), and the range of possible IGU rates is the same as for QCIF sequences. It is commonly known that both smaller slice size and higher IGU rate typically result into better error resilience. 

Since exhaustive optimization methods are too time-consuming, the following optimization strategy is applied:

· Foreground parameters are optimized first. Then, the background parameters are optimized while the foreground parameters are fixed to the ones found in the first phase. The underlying reason for this strategy is that background slices can be predicted from foreground slices, while foreground slices cannot be predicted from background slices. Therefore, background parameters cannot affect foreground coding very much. This rule only applies to the RSP codec.

· IGU rate is optimized before slice size. We think that IGU rate imposes a heavier effect on error resilience than slice size. When optimising IGU rate, the most error resilient slice size, i.e. 1 GOB/slice, is used.

· When optimizing a parameter (slice size or IGU rate), the parameter values are tested in descending order of error robustness, i.e., from 1 GOBs/slice to 9 GOBs/slice and from 1 forced intra GOB/picture to no forced intra GOBs. Each time the PSNR performance degrades compared to the previous parameter value, optimization of the parameter is stopped without testing the remaining parameter values. 

PSNR values of both foreground sub-pictures and entire pictures are calculated for each codec. Since foreground is to be better protected, selection of better parameters cannot be PSNR of the entire pictures. Meanwhile, background should also be considered. Therefore, the following weighted PSNR is used in comparing different results: 

wPSNR =  (PSNRf * 3 + PSNRb) / 4

The parameter combination with the highest wPSNR is selected. Only the luminance component is considered.

3.4 Selection of Quantization Parameter

In VCEG-O46, adjusting QPs of the foreground and background for the RSP codec and the ConvROI codec focused only on good foreground PSNR performance. As a result, in the two sides of the foreground boundary, the QP difference was likely to be large, which caused annoying boundary effects in the decoded pictures. To reduce the boundary effects, a new scheme described in the following is applied.

The background QP, QPb, is fixed for all background MBs. The foreground QP is a function of the distance from edge between the foreground sub-picture and the background sub-picture. For QCIF sequences, if a macroblock is adjacent to the edge, its QP is QPb-1. If the distance between a macroblock and the edge is one macroblock, the QP of the macroblock is QPb-2. For other foreground macroblocks, the QP is QPb-3. An example is shown in Figure 1, where the highlighted MBs form the foreground sub-picture.
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Figure 1. Example of the quantization scheme for QCIF sequences.

The scheme for CIF sequences is similar. If the distance between a macroblock and the foreground-background edge is zero or one, the QP of the macroblock is QPb-1. If the distance between a macroblock and the foreground-background edge is two or three, the QP of the macroblock is QPb-2. For other foreground macroblocks, the QP is QPb-3. An example is shown in Figure 2, where the highlighted MBs form the foreground sub-picture.
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Figure 2. Example of the quantization scheme for CIF sequences.

Quantization parameters for the ConvROI codec are obtained in the same manner as for the sub-picture coding scheme.

3.5 Packetization

The packetization method is slightly different from what is described in VCEG-O46, as follows:

The RSP codec:

· For the intra picture, there are 5 packets: 2 packets for the foreground sub-picture, 1 parity FEC packet for the foreground packets, and 2 packet for the background sub-picture. The slice interleaving mechanism (one packet contains odd macroblock rows and another packet contains even macroblock rows) is applied in both the two kinds of sub-pictures.

· For inter pictures, each successive 2 frames consist a group. For each group, there are 2 foreground sub-picture packets, 1 parity FEC packet for the foreground packets, and 2 background sub-picture packets. Each sub-picture packet contains data from two pictures: macroblocks from even rows of frame n and macroblocks from odd rows of frame n+1 or vice versa.

The conventional codecs (the ConvROI codec and the Conv. codec):

· There are 3 packets for each intra and inter frame: 2 packets for the entire picture (slice interleaving applied), and 1 parity FEC packet.

4. Provided Simulation Software

4.1 Step-By-Step Guide to Run the Simulation

The executable script has been tested with Windows 2000 and NT4. 

Having the file “VCEG-O57_script.zip”, please do as the following steps:

1) Decompress the contained files to the directory that you want to be the working directory for the experiment.

2) Create/modify the input parameter files (e.g. “sim_foreman64.dat”) for the sequences you are going to simulate. The explanation of each input parameter is provided in the example parameter files. You should prepare for each simulating case (a sequence with other parameters, e.g. bitrate, fixed) an input parameter file. 

3) Modify the batch file “RSPvidcodsim.bat”, to add all planned simulating cases.

4) Run the batch file to begin the simulation.

5) After the simulation process is finished, simulation results of all the simulating cases are saved in the sub-directories of the working directory:

· Bitrates information (desired bitrate, available video bitrate, and the resulting video bitrate), QP, and optimized slicing method(s), IGU rate(s) are provided in the sub-directory of “parameters”.

· Objective results (PSNR values of foreground sub-pictures and entire pictures) are saved in the sub- directory “PSNR”.

· The decoded sequences can be found in the sub- directory of “decSeq”.

· Other sub-directories are for saving the error pattern files (“errorpattern”), the encoded bitstreams (“bitstream”), and the temporary foreground sub-picture sequences (“subSeq”). 

Note that enough free disk space should be provided for the experiment, mainly to save the decoded sequences. The amount of required disk space depends on how many simulating cases and how many frames to be encoded in each case.

4.2 Remarks on Source Code

4.2.1 Saving the Decoded Sequence

To compare the subjective results, decoded sequences should be saved. However, each encoded bitstream file with optimized parameters will be decoded 10 times, by applying 10 continuous runs of the used error pattern file. The decoded sequence of the run whose wPSNR is closest to the averaged wPSNR is saved. 

In each decoded sequence, the number of frames is exactly the same as the number of encoded frames. That is, the corresponding reconstructed frames (repeat of the previous reconstructed frames) of lost frames are also saved. This is beneficial for comparing decoded sequences under different packet loss rate when evaluating the subjective results.

4.2.2 Considering Bits of FEC Packets in Resulting Bitrate

When FEC is used to protect the bitstream in transmission, the bits of FEC packets should be considered as part of the resulting video bitrate. As we know, the size of the parity FEC packet equals to the larger size of the two packets to be protected. This is implemented in the encoder function encode_one_frame(), after the current frame is encoded.  

4.2.3 Lossy Channel Simulation

The method to apply the packet loss patterns to the bitstream files is really a “simulation”. The packet loss simulator is implemented in the decoder software project, by the function Simulator_H26L_Slice() and some functions it calls. No packet is really formed. The simulator identifies to which packet each slice belongs according to the packetization method, and identifies whether a packet is lost according to the used packet loss pattern. The slices belong to the lost packets are discarded, and the slices belong to the received packets are written into the resulting bitstream file, which will be taken as input by the decoder.

4.2.4 Decoding and Sub-Picture Error Concealment Strategy in the RSP Codec

The order of the sub-pictures in the encoded bitsream is: SP0, B0, SP1, B1, SP2, B2, SP3, B3, SP4, B4, ... , where SPn and Bn means the foreground and background sub-picture, respectively, of frame n. The sub-picture error concealment strategy, therefore the framework of the decoder, is designed according to the current decoded sub-picture and the sub-picture losses, as described in the following:

· If current decoded sub-picture is a foreground sub-picture (SPn), the next sub-picture might be:

1) Bn 

No sub-picture is lost. The decoding steps are: 

a. Decode SPn, do error concealment if slice loss exists.

b. Mark the status of the foreground sub-picture for the next received background sub-picture as “received”. Note that the status of any foreground sub-picture SPx affects the error concealment process of its background sub-picture Bx.

2) SP(n+m), m is larger than 0 (1, 2, 3, …)

At least Bn is lost, and entire frames might be lost. The decoding steps are:

a. Decode SPn, do error concealment if slice loss exists.

b. For frame n, copy SPn to the foreground region of Bn, then mark the MBs of the background region as corrupted and do error concealment. Note that here the MBs of the foreground should be marked as received. The simplest method to form the decoded picture of frame n is to directly copy the background region from B(n-1), plus the foreground region from SPn. Since no bitstream exist for Bn, a virtual frame decoding function is called. This is implemented as the decoder function decode_one_frame_virtual().

c. Adjust the reference buffers according to the number of entirely lost frames. This is implemented in the decoder function init_frame(), which will be called by the next sub-picture decoding process.

3) B(n+m), m is larger than 0 (1, 2, 3, …)

At least Bn and SP(n+1) are lost, and entire frames might be lost. The decoding steps are:

a. All the three steps in the previous case.

b. Mark the status of the foreground sub-picture for the next received background sub-picture as “lost”. Therefore in the end the next decoding process for B(n+m), the foreground region could be error concealed. 

4) End of sequence (EOS)

Similar to case 2), carry out its first two steps.

· If current decoded sub-picture is a background sub-picture (Bn), the next subpicture might be:

1) SP(n+1)

No sub-picture is lost. Therefore, the only decoding step is to decode Bn, do error concealment if slice loss exists.

2) B(n+m), m is larger than 0 (1, 2, 3, …)

At least SP(n+1) is lost, and entire frames might be lost. The decoding steps are:

a. Decode Bn, do do error concealment if slice loss exists.

b. Adjust the reference buffers according to the number of entirely lost frames.

c. Mark the status of the foreground sub-picture for the next received background sub-picture as “lost”.

3) SP(n+m), m is larger than 1 (2, 3, 4, …)

There are m-1 frames entirely lost. The decoding steps are the two steps in the previous case.

4) End of sequence (EOS)

Entire frames might be lost. Nothing can be done more than to decode Bn and do error concealment if slice loss exists.

4.2.5 PSNR Calculation

According to VCEG-N79, PSNR should be calculated between each and every frame of the source sequence (at full frame rate) and the corresponding reconstructed frame, including repetitions of previous frames in place of skipped and lost frames. PSNR calculation for the skipped frames are implemented in the decoder function findSNR4skippedFrames() and findSNR4skippedFrames_s(), the later is for the foreground sub-picture. PSNR calculation for the lost frames are implemented in the decoder function init_frame().

4.2.6 Hacks

There are four hacks in the source code:

1) Bitstream Syntax Implementation. Since TML-8.6 does not follow VCEG-N72r1, the slice header syntax in the source code is not the same as described in subsection 2.3. Instead, the sub-picture position and size information are implemented in the picture header. This should not affect the results significantly.

2) No packet Loss in the Intra frame. Since only the first frame is intra coded for each encoded sequence, it is possible that one decoding case has lost a packet in the intra frame, while the others do not have. We feel that this might affect the objective and subjective results in an unfair way, as ten runs might not be enough to smooth out the quality drop. Therefore, in the decoded sequences, all the packets of the first frame (the Intra frame) are assumed to be correctly received. This is realized by the packet loss simulator. Each time when there is at least one packet loss in the Intra frame, the simulator will discard the obtained error patterns and read another set of error patterns from the used error pattern file.

3) P_interval for PSNR calculation. To calculate PSNR for the skipped frames, the number of skipped frames (therefore the variable P_interval in the source code of TML decoder) should be known at first. In the TML decoder, P_interval is calculated by subtracting the temporal reference (TR) of one P-frame/I-frame from the next P-frame. Therefore, it can be known only after the first P-frame (the second encoded frame) is received. In other words, P_interval cannot be known just after decoding of the first frame. As the result, PSNR of the skipped frames following the first frame cannot be calculated. In the provided software, P_interval is calculated by reading the skipped frames number from the input parameter file (e.g. “sim_foreman64.dat”).

4) Hack for “assert (coef_ctr < 4)”. There is a very “old” bug in the TML decoder, initiated from TML-8.0. That is, in the decoder function readCBPandCoeffsFromNAL(), which can be captured by the instruction line “assert (coef_ctr < 4);” in the function body. The bug occurs in very low frequency (therefore is difficult to debug and to fix). However, each times it occurs, it will cause “unfortunate” result and halt the program! Since the authors still have not found a fix, they implemented a hack: when the bug occurs, the decoding process is stopped, and the bitstream is discarded by transferring to the main simulating program an average PSNR value of 0 dB. We are hoping someone can fix this bug as soon as possible!
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