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1. Summary

This document proposes a scope and a design of a hypothetical reference decoder (HRD). 

We think that the H.26L HRD should take both memory limitations and processing complexity constraints into account. We propose that processing speed is measured and limited both in terms of macroblocks per second and bits per second. Consequently, we propose that a level definition is associated with two parameters defining its computational capabilities: the maximum decoding speed in macroblocks per second (maxMacroblocksPerSec) and the maximum decoding speed in bits per second (maxBitsPerSec). 

We suggest that instead of assuming a constant bit-rate channel as done in the prior video coding standards, a packet-based model closer to many real-life systems should be adopted. Transmitters should verify in real-time that the transmitted packet stream complies with H.26L HRD. 

The proposed HRD has a pre-decoder and a post-decoder buffer. The pre-decoder buffer is used for compressed data, whereas the post-decoder buffer contains pictures waiting for display. It is proposed that the operation of the post-decoder buffer is aligned with the operation of the multi-reference-picture buffer (similar to the one in H.263 Annex U).

The document is organized as follows: Section 2 justifies the major design decisions. Section 3 contains the description of the proposed HRD. Section 4 includes the IPR statement, and section 5 lists the references. 

The r1 version of the document provides an updated IPR statement including the previously missing page 3 of the reporting form. The patent disclosure form included in VCEG-O54 is applied.

2. Justifications for Design Decisions

2.1 Requirements for Memory and Complexity

MPEG-4 Video Buffering Verifier or VBV (ISO/IEC 14496-2, Annex D) comprises a rate buffer model, a complexity model, and a reference memory model. The rate buffer model bounds the memory requirements of the coded bit-stream buffering. The complexity model bounds the processing speed requirements needed for a compliant video decoder. The reference memory model bounds the memory requirements of the reconstructed pixel data buffering. We feel that all these aspects are important, and the proposed HRD model takes these aspects into account.

2.2 Run-Time Operation

H.263, MPEG-2, and MPEG-4 buffering verifiers assume that a bit-stream is transmitted through a channel of a given constant bit-rate. However, many of the today’s channels, such as IP-based networks, provide a varying peak bit-rate. Moreover, many channels may undergo conditions, such as router congestion, that may drop the channel peak bit-rate unexpectedly. Consequently, a streaming server may adjust the rate of packet transmission in accordance with prevailing network conditions, reducing the packet transmission rate when the network becomes congested and increasing it if network conditions allow. Such transmission rate adjustment can be done as long as the client-side buffers do not drain or overflow. Thus, a video buffering verifier has to be executed in run-time and given truly transmitted data as input. 

This conclusion was also reached in 3GPP, which plans to include an optional video buffering verifier overriding H.263 and MPEG-4 buffering verifiers in its next release of the packet switched streaming service [1]. The defined buffering verifier demands streaming servers to comply with the verifier in real-time. In addition, the verifier can be used to avoid the known shortcomings of H.263 and MPEG-4 buffering verifiers (see VCEG-N68 and section 2.4 of this document).

The compliancy of locally stored files to a particular profile, level, and buffer sizes can also be verified. In that case, a pre-determined transmission time for slices and data partitions have to be used instead of real transmission times.

2.3 Slice-Based Operation

The minimum recommended unit to encapsulate in a transmission packet is a slice or a data partition. The minimum relatively independently decodable unit is a slice. Consequently, the proposed buffering model assumes that a whole slice or a whole data partition is transmitted at a time. The model also assumes that packet-based networks and transmission protocols are used, and therefore a whole slice or a whole data partition is received at a time. In other words, no byte-or bit-oriented channels are assumed as in H.263, MPEG-2, and MPEG-4 buffering models. If a byte-oriented model is needed for a system, such as H.320, it has to be defined separately.

It is assumed that one slice is being decoded at a time. Thus, data is removed from the hypothetical input buffer slice by slice. The proposed complexity model is used to determine the time needed to virtually decode a slice. When that time is expired, the next slice can be virtually decoded.

2.4 Factors for the Complexity Model

MPEG-4 VBV operates roughly as follows: The buffer is initially empty. vbv_buffer_occupancy level defines a way to fill the buffer to a certain occupancy level before the consumption of buffer data is begun. The buffer is filled in at a data rate of the connection in use. The maximum data rate is limited by the video coding profile and level in use. A frame is instantaneously removed from the buffer at its decoding time. The buffer must not overflow. Moreover, the buffer must not underflow, i.e., a frame must be entirely in the buffer before its decoding time.

When a frame is removed from the VBV buffer, it is placed in the Video Complexity Verifier (VCV) buffer. The VCV buffer has space for a certain amount of macroblocks defined in the profile and level in use. Macroblocks are removed from the VCV buffer at a rate defined in the profile and level in use. For example, in MPEG-4 Visual Simple Profile at Level 0, the size of the VCV buffer is 99 macroblocks and the VCV decoder rate is 1485 macroblocks per second (which corresponds to 15 QCIF frames per second). The VCV buffer must not overflow.

MPEG-4 VBV and VCV can be considered to model a real decoder. VBV represents buffering before decoding, while VCV represents the decoding process itself. The size of the VBV buffer and the maximum input rate (in bits per second) of the VBV buffer are specified in the profile and level in use. The decoding speed is defined in macroblocks per second and it is independent of the coded size of the macroblocks (in bits). Thus, a decoder must be able to decode the biggest possible picture (VOP) that fits into the VBV buffer in real-time and as fast as any smaller pictures. In MPEG-4 Visual Simple Profile at Level 0, the size of the VBV buffer is 20480 bytes. Consequently, a decoder should be able to decode a 20480-byte frame in 1/15 seconds, which corresponds to decoding rate of 2 457 600 bps! Such huge frames are of course extremely rare. Normal QCIF-sized INTRA frames are from two to three kilobytes, which corresponds to decoding rate ranging from 240 000 bps to 360 000 bps. Processing bit rates of several hundreds of thousands of bits per second is very challenging for a decoder implementation that is designed to handle a maximum of 64-kbps average bit-rate. 

Due to the reason explained in the previous paragraph, we feel that a complexity verifier should be limited by a maximum bit-rate in addition to a maximum macroblock rate. The hypothetical reference decoder operates at a certain point in the profile-level-version hierarchy. We propose that a level is associated with two parameters defining its computational capabilities: the maximum decoding speed in macroblocks per second (maxMacroblocksPerSec) and the maximum decoding speed in bits per second (maxBitsPerSec). Either one of these factors can be the limiting factor in decoder’s operating speed on case-by-case basis.

2.5 Unification of Picture Buffering for Referencing and Display

Decoders may need to buffer multiple uncompressed pictures for two reasons: First, the pictures can be used as a reference for motion compensation. Conventionally, a picture buffer similar to the one in H.263 Annex U has been used. Second, buffering might be required to enable displaying at a correct rate. For example, conventional B pictures are decoded after its anchor pictures but displayed before its latter anchor picture. We propose that the buffer handling for both of these cases is unified. We call the unified buffer as the post-decoder buffer. Notice that some pictures of the post-decoder buffer, such as conventional B pictures, cannot be referred to in the motion compensation process. A picture can be removed from the post-decoder buffer when it is displayed and when it is no longer needed as a reference picture.

2.6 Initial Pre-Decoder Buffering Period

The initial pre-decoder buffering period refers to the time that elapses between the time when first slice or data partition is received and the time when the decoding of the first slice is started. We propose that the initial buffering period is one of the parameters that characterize the buffering capabilities of the decoder.

Initial buffering is essential in coping with bit-rate variations caused by encoding, serving and transporting. Without initial buffering, a streaming system would be vulnerable to any kind of delay or bit-rate variations.

MPEG-4 VBV uses the vbv_occupancy parameter to specify the initial occupancy of the video buffer in 64-bit units before decoding the initial picture. We chose a constant initial buffering time instead of a constant initial buffer occupancy due to the following reasons:

· Delay jitter buffering is typically tuned according to expected maximum transmission delay variation (in time). Thus, it is consistent if the encoding and server-specific delay variation buffering also operates according to an expected maximum delay variation in time.

· Assume that a constant initial buffering occupancy level is used to trigger the start of decoding and playback. Moreover, let us assume that packet losses occur during initial buffering. Consequently, the receiver-side pre-decoder buffer fills up slower than expected. When the decoding and playback are eventually started, the pre-decoder buffer is emptied slower than expected. At the same time, the buffer may be filled up at a normal rate (if no packets are lost anymore). Consequently, there is a danger to have a buffer overflow. If a constant initial buffering time is used, this phenomenon does not happen.

2.7 Decoding Time-Stamp

It was shown in VCEG-N68 that even simple bit-streams might require post-decoder buffering. One way to avoid post-decoder buffering is to control the time when a picture or a slice is decoded. The aim is to ensure that a picture is not decoded earlier than the previous picture has been displayed. In order to clarify the idea, an example is presented next. It is based on the same example as we presented in VCEG-N68. 

Table 1 shows characteristics of an imaginary but realistic video sequence. The sequence is coded at a flat 7.5-Hz frame rate and the average bit-rate is 48000 bits per second. It conforms to H.263 Level 10 and H.263 Hypothetical Reference Decoder. The sequence contains two INTRA frames whose temporal references are 0 and 24 at a 30000/1001-Hz clock rate. The rest of the frames are assumed to be INTER frames. For simplicity, the size of the coded frames is fixed. It is assumed that the bit-stream is transmitted over a flat-rate network at 48000 bits per second. The decoder is assumed to follow H.263 Hypothetical Reference Decoder. Display timer is started immediately after the first frame has been decoded. You can see that all the frames are decoded in time. However, frame 16 is decoded before frame 12 is shown. Consequently, there is a need to buffer uncompressed frame 16 for a while.

	Frame number (tick)
	Size (bytes)
	Decoding start (tick)
	Decoding end (tick)
	Display time (tick)

	0
	2135
	0    
	10 2/3
	10 2/3

	4
	534
	10 2/3
	13 1/3
	14 2/3

	8
	534
	13 1/3
	16    
	18 2/3

	12
	534
	16    
	18 2/3
	22 2/3

	16
	534
	18 2/3
	21 1/3
	26 2/3

	20
	534
	21 1/3
	24    
	30 2/3

	24
	2135
	24    
	34 2/3
	34 2/3

	28
	534
	34 2/3
	37 1/3
	38 2/3

	32
	534
	37 1/3
	40    
	42 2/3

	36
	534
	40    
	42 2/3
	46 2/3

	40
	534
	42 2/3
	45 1/3
	50 2/3

	44
	534
	45 1/3
	48    
	54 2/3


Table 1.  Video sequence requiring post-decoder buffering.

The need for post-decoder buffering can be avoided if decoding time-stamps are used. This is illustrated in Table 2. It is assumed that the decoder is capable of operating at 128000 bps, and decoding time-stamps are calculated accordingly. You can see that no post-decoder buffering is needed anymore.

	Frame number (tick)
	Size (bytes)
	Reception start (tick)
	Reception end (tick)
	Decoding start (tick)
	Decoding end (tick)
	Display time (tick)

	0
	2135
	0    
	10 2/3
	10 2/3
	14 2/3
	14 2/3

	4
	534
	10 2/3
	13 1/3
	17 2/3
	18 2/3
	18 2/3

	8
	534
	13 1/3
	16    
	21 2/3
	22 2/3
	22 2/3

	12
	534
	16    
	18 2/3
	25 2/3
	26 2/3
	26 2/3

	16
	534
	18 2/3
	21 1/3
	29 2/3
	30 2/3
	30 2/3

	20
	534
	21 1/3
	24    
	33 2/3
	34 2/3
	34 2/3

	24
	2135
	24    
	34 2/3
	34 2/3
	38 2/3
	38 2/3

	28
	534
	34 2/3
	37 1/3
	41 2/3
	42 2/3
	42 2/3

	32
	534
	37 1/3
	40    
	45 2/3
	46 2/3
	46 2/3

	36
	534
	40    
	42 2/3
	49 2/3
	50 2/3
	50 2/3

	40
	534
	42 2/3
	45 1/3
	53 2/3
	54 2/3
	54 2/3

	44
	534
	45 1/3
	48    
	57 2/3
	58 2/3
	58 2/3


Table 2. Decoding time-stamps help to avoid post-decoder buffering.

It is evident that decoding time-stamps are relative to the decoding speed and buffer sizes. Thus, decoding time-stamps have to be signaled separately for each set of decoding speed and buffer sizes. For example, in the example case above, a hypothetical decoder operating at 64000 bps would require different decoding time-stamps (and post-decoder buffering). Means for transporting decoding time-stamps are left for further study.

2.8 Relation to the Generalized HRD (VCEG-N58)

As a response to VCEG-N58, signaling of HRD leaky bucket parameters was adopted to H.26L. Each set of parameters includes a bit-rate of operation, a buffer size, and an initial buffering period. It was shown that a new set of parameters can be safely interpolated from the existing ones.

VCEG-N58 assumed a leaky bucket buffer model similar to H.263 or MPEG-2. We propose a more complicated buffer model when compared to the leaky bucket model assumed in VCEG-N58. Therefore, VCEG-N58 cannot be directly applied to our proposal. While the underlying idea of VCEG-N58 seems to suit our proposal, we did not have time to verify this mathematically. 

2.9 Relation to Practical Receiver and Decoder Implementations

The proposed hypothetical decoder assumes a constant-delay reliable transmission channel. In practice, there are no such transmission channels. The characteristics of the transmission channels in use have to be taken into account when implementing a receiver for a video communication system. Many times the receiver should include a so-called jitter buffer to smooth out transmission delay variations. The jitter buffer may or may not be separate from a decoder buffer equivalent to the pre-decoder buffer of the proposed hypothetical reference decoder. These kinds of implementation specific issues do not belong to the scope of HRD definition, and therefore they not handled any further in this document.

3. Proposed Hypothetical REference Decoder

3.1 Overview of the Buffering Model

The proposed hypothetical reference decoder is based on a buffer model presented in this section. The model is based on three buffers: the pre-decoder buffer, the decoding buffer, and the post-decoder buffer. The pre-decoder buffer buffers compressed data. The operation of the decoding buffer represents the operation of a real decoder and sets the processing complexity constraints. The post-decoder buffer contains reconstructed pictures that are used for reference picture for motion compensation and/or wait for a correct moment to be virtually displayed.

The default buffer sizes are given in the profile and level definitions. The buffer sizes can also be negotiated. The size of the decoding buffer gives the maximum size of a slice. The size of the post-decoder buffer can be given in bytes or in units of 16x16 pixels, for example.

The operation of the pre- and post-decoder buffer can be controlled by two parameters. The initial pre-decoder buffering period and the initial post-decoder buffering period define how long the buffers are filled in before any data is removed from them. The periods are signaled for each bit-stream separately.

Three time-stamps can be associated for a data unit (a data partition, a slice, or a picture). Each slice and data partition is associated with a transmission time. In case of file access, the transmission time is indicated in the file. Otherwise, the real transmission time is used. Each slice can be associated with a decoding time. The decoding time can be used to delay decoding of a slice in order to avoid overflows of the post-decoder buffer. Each picture is associated with a display time. 

Time-related parameters are given in a common time-scale, such as clock ticks of a 90-kHz or a 27-MHz clock.

The model can be applied to any continuous and independently decodable part of a coded bit-stream. In case of discontinuities, such as accessing a bit-stream from a random position, the model is reset.

3.2 Operation of the Buffering Model

The model is defined as follows:

1. The buffers are initially empty. 

2. A slice or a data partition, excluding its real header, is added to the pre-decoder buffer at its transmission time. 8 bytes of additional memory is reserved for each slice to store its header. (Actual slice headers may be closely linked with some payload header specific data, such as the parameter set indicator in the draft RTP payload format (VCEG-N72R1). It is impractical to remove this kind of data from a header portion of the slice for HRD purposes only. Thus, a constant size of the slice header is assumed.)

3. No data is removed from the pre-decoder buffer during a period called the initial pre-decoder buffering period. The period starts when the first slice or data partition is added to the buffer.

4. When the initial pre-decoder buffering period has expired and if decoding time-stamps are in use, the decoding timer is started from the decoding time of the earliest picture in the buffer. Otherwise, no decoding timer is needed.

5. Pictures are removed from the pre-decoder buffer slice by slice in ascending order of picture identifiers (using modulo arithmetic). Slices of a particular picture are removed in their transmission order. A slice, including its data partitions, is moved from the pre-decoder buffer to the decoding buffer at one time when the decoding buffer becomes empty. However, a slice is not removed from the pre-decoder buffer before the decoding timer reaches the decoding time of the slice.

6. A slice remains in the decoding buffer as long as its calculated decoding duration. The duration is the larger one of the two candidates: candidate1 = number of macroblocks in a slice / maxMacroblocksPerSec and candidate2 = number of bits in a slice / maxBitsPerSec.

7. An uncompressed reconstructed picture enters the post-decoder buffer, when the last slice (in the decoding order) of the corresponding coded picture is removed from the decoding buffer. 

8. Data is not removed from the post-decoder buffer during a period called the initial post-decoder buffering period. The period starts when the first picture has been placed into the post-decoder buffer.

9. When the initial post-decoder buffering period has expired, the playback timer is started from the earliest display time of the pictures residing in the post-decoder buffer at that time.

10. A picture is virtually displayed when the playback timer reaches the scheduled display time of the picture.

11. A picture is removed from the post-decoder buffer when it is virtually displayed and when it is no longer needed as a reference picture.

3.3 Requirements for a Compliant Bit-Stream

Any transmitted or stored bit-stream shall comply with the following requirements:

· The occupancy of the pre-decoder buffer shall not exceed the default or signalled buffer size.

· Any slice shall not be larger than the size of the decoding buffer.

· The occupancy of the post-decoder buffer shall not exceed the default or signalled buffer size.

· Each picture shall be inserted into the post-decoder buffer before or on its display time.

When the default buffer sizes according to a certain profile and level are used, a bit-stream is compliant with this profile and level.

3.4 Requirements for a Compliant Decoder

A decoder shall be capable of receiving and decoding all the pictures in a compliant bit-stream when the same buffer sizes are assumed both in the decoder and in the bit-stream. Furthermore, the decoder shall pass each picture to a display process at the same time when the hypothetical reference decoder would display the picture virtually.
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