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1
Introduction 
This contribution offers an outline for a proposed set of Profiles for H.26L, within the context of the Profile/Level/Version system agreed in VCEG-L33r5.

Large numbers of H.26L Profiles would have the effect of fragmenting H.26L implementations into non-interoperable islands.  Therefore in the interest of simplicity and interoperability, having a relatively small number of Profiles for H.26L should be a goal.

The approach taken in this proposal, within the context of VCEG-L33r5, is to start with a “clean sheet” and aim for simplicity, taking into account experience with previous codecs in both the H.26x and MPEG series.

The following are suggested as the set of Profiles for Version 1 of H.26L:

1. Baseline Profile –  This at least minimally supports all expected applications, including real-time encoding, so that it can be used as a general-purpose codec and common mode for full interoperability.

At a minimum, the Baseline Profile should match previous generation codec performance for the same number of cycles.  This Profile is intended to be a widely-used, high-performing codec, not merely a “crippled” least-common-denominator mode.

2. High-Performance Profile – This supports applications where considerably more codec complexity is acceptable to achieve improved compression performance.  Some (but probably not all) of the more complex H.26L features can be included.  However, this must still run in real-time, so complexity is still limited.

3. Broadcast/Streaming/Storage Profile – This supports applications in which encoding need not be performed in real-time.  

For this Profile, latency and encoding complexity are unbounded.  Decoding complexity should be modest (to enable real-time playback), yet sufficient to allow decoding of the most complex encoder features.

Of the existing H.26L algorithm features, the Broadcast/Streaming/Storage Profile is likely to include the most effective (but complex) features, including B-pictures, 1/8 pel MC, and CABAC.

For each of  these three Profiles, we propose that there be an additional Profile, identical to each, except for the addition of an “Error Resilience” feature, for a total of six Profiles.  Support of the “Baseline” Profile (at Level 1) is required of all H.26L implementations; all other Profiles and Levels above Level 1 are optional.

We also propose a set of Levels, representing varying processing requirements (maximum pixels/second to be processed, maximum picture sizes), per VCEG-L33r5.

Since H.26L is not yet complete, it may be premature to propose specific algorithmic features to be included in each Profile.  Instead, this contribution will collapse the eight parameters defined in VCEG-L33r5 as follows, and discuss them as requirements for each Profile:

· Encoder complexity (Encoder RAM, ROM, MIPS) 

· Decoder complexity (Decoder RAM, ROM, MIPS) 

· Latency

· Error Resilience

This contribution is therefore not a formal proposal for Profiles as described in VCEG-L33r5.  In the descriptions of each Profile below, the quantitative requirements are incomplete and those that are provided are only “placeholders”.  The detailed requirements for each Profile need further elaboration and discussion by the experts.  It is hoped that this contribution will provide a framework for completing the definition of the initial set of H.26L Profiles.

2
Profiles
Table 1, together with the column heading descriptions below, gives the formal definition of the Profiles.

Table 1 – Profile Requirements

	Profile Name
	Encoder complexity
	Decoder Complexity
	Latency
	Error limits

(standard)
	Error limits (Err. Resil.)

	Baseline
	Baseline
	Baseline
	Minimal
	10-5, 1%
	10-2, 3%

	High-Performance
	3xBaseline
	3xBaseline
	Minimal
	10-5, 1%
	10-2, 3%

	Broadcast/

Streaming/Storage
	No limit
	2xBaseline
	No limit
	10-5, 1%
	10-2, 3%


“Baseline” Encoder Complexity means:

· 45 TriMedia cycles/pixel, or,

· 125 Pentium4 cycles/pixel or,

· 180 instructions/pixel

(the above are guessed to be roughly equivalent)

“Baseline” Decoder Complexity means:

· ¼ of encoder complexity

“Minimal” Latency means: 

· Minimal practical latency (no worse than the lowest latency mode of H.263++)

“Error limits (standard)” gives the highest error rate at which no artifacts are visible, for the Profile given in Table 1.  Units are random Bit Error Rate (BER) and random packet loss percentage. 

“Error limits (Err. Resil.)” gives the highest error rate at which no artifacts are visible, for the “Error Resilient” version of the Profile.  Units are the same as above.

3
Levels

The definition of support for a given Level is that any picture format/frame rate combination can be decoded where the:

· Peak processing rate (in pixels/second) is <=  the Level limit given, and,

· Picture size (Height * Width, in pixels) is <= the Level limit given.

“Picture size” means total luminance pixels in the complete picture (both even and odd fields if interlaced).

Table 2, below, gives these limiting values for each Level.

Additionally, for all Levels, the ratio of picture Height : Width (in pixels) must be <= 8, and >= 1/8.  This limits the additional buffer memory needed around the edges of the picture in some implementations.  (Note that this is distinct from the “Picture” or “Pixel” aspect ratios, which take pixel shape into account.)

Table 2 – Level Requirements (for decoder)

	Level number
	Peak Processing (pixels/second)
	Max Picture Size (total pixels)
	Progressive support?
	Interlace support?

	1
	253,440
	25,344
	Yes
	No

	2
	760,320
	101,376
	Yes
	No

	3
	1,520,640
	101,376
	Yes
	No

	4
	3,041,280
	101,376
	Yes
	No

	5
	6,082,560
	405,504
	Yes
	Yes

	6
	12,165,120
	786,432
	Yes
	Yes

	7
	22,118,400
	921,600
	Yes
	Yes

	8
	55,296,000
	2,097,152
	Yes
	Yes

	9
	55,296,000
	4,915,200
	Yes
	Yes

	10
	125,829,120
	4,915,200
	Yes
	Yes

	11
	125,829,120
	12,582,912
	Yes
	Yes

	12
	301,989,888
	12,582,912
	Yes
	Yes


Appendix A of this contribution shows the effect of these Levels regarding support for commonly encountered picture formats.

Since this Level system is purely a function of Peak Processing rates and Maximum Picture Size, we propose that this same system of Levels be used with all Profiles.

Note that Level 1 is the baseline Level, which must be supported by all implementations of a given Profile.

3.1
Why so many Levels?

In the simplest possible Level system, the “Level” of capability supported by decoder would be expressed with a single integer.  For example, this integer might simply be the maximum number of pixels that could be decoded each second.  This scheme, while extremely simple, results in literally millions of “Levels”, since one decoder might support 6,543,210 pixels/second (pps), and another 6,543,212 pps.  “Levels” of this kind do not multiply the number of variations of implementations, or require each “Level” to be tested independently.  

While this simple case is not workable (because of independent relevant parameters, primarily buffer memory), the Level design proposed here attempts to increase simplicity by specifying decoder requirements in terms of just two parameters: Peak Processing Rate (computation requirement), and Picture Size in total pixels (memory requirement).

This avoids more complex specifications involving specific picture formats, such as “All resolutions up to 720p at 24 fps, all resolutions up to SVGA at 30 fps, and all resolutions up to SDTV at 60 fps”, which can lead to implementer confusion and interoperability problems.

The Levels have been designed according to the following guidelines:

1. Each succeeding Level approximately doubles processing in pixels/second, or picture size requirements.  A smaller number of Levels would require bigger steps, possibly wasting a large fraction of the processing/memory capability of a given implementation.

2. Like the simple example given above, each Level requires support of Peak Processing Rates and Picture Sizes equal to or greater than the previous Level.  Therefore all lower-numbered Levels are implicitly included in each Level (per VCEG-L33r5).  The implementor can ignore the definitions of all Levels other than the one being supported.

3. For the equivalent of 2CIF/30 fps and above, interlacing is supported in addition to progressive scanning.

4
Open issues

The following is a list of issues that, if this framework is accepted, require further discussion among the VCEG experts.

1. Should there be a requirement on the Baseline profile that it compress some given amount better than H.263 for the same number of cycles?

2. Are the error tolerance values given for “no visible artifacts” in the Profile definitions (random BERs of 10-5 standard, and 10-2 “error resilient”, and random packet loss rates of 1% and 3%, respectively) reasonable?

3. Is “no visible artifacts” the proper measure of error-resilience performance?

4. The length of each packet probably has a strong effect on the result of packet loss rates.  How should this be specified?

5. Should formats other than YUV 4:2:0 be considered?

6. Do the following parameters need to be specified for each Profile/Level?  (credit to Minhua Zhou for his comments on the VCEG reflector): 

a. maximum number of reference frames on the decoder side

b. minimum vector block size (e.g. >=8x8 for baseline)

c. maximum vector range (right now, it is infinitive)

· We feel this should be limited somehow, in order to limit memory requirements when implementing H.26L on multiple parallel processors.  We tentatively suggest the limit should be 1/10 of the maximum(Height, Width) of the picture size, in pixels.

d. maximum packet length, VBV buffer size

e. deblocking filtering (complexity scalable)

[end main body text]

Appendix A – Effect of Levels on Frame Rates

The following table shows the effective maximum frame rates for each proposed Level, for a variety of commonly encountered picture formats.  The blue (shaded) cells are the limit values given in Table 2, the rest are simple calculations.

The frame rates given are Frames Per Second in the context of both Progressive and Interlaced scanning.  “30.0” therefore means 30 Frames Per Second for Progressive scanning, and if in interlace mode, it implies 60 Fields per Second, each with one-half the lines of the total picture size.

This contribution does not suggest that only these formats should be supported; this table is merely given as a reference for common picture formats. 
	
	Level number:
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	
	Max pixels per second:
	253,440
	760,320
	1,520,640
	3,041,280
	6,082,560
	12,165,120
	22,118,400
	55,296,000
	55,296,000
	125,829,120
	125,829,120
	301,989,888

	
	Max picture size (pixels):
	25,344
	101,376
	101,376
	101,376
	405,504
	786,432
	921,600
	2,097,152
	4,915,200
	4,915,200
	12,582,912
	12,582,912

	Format
	Width
	Height
	Pixels
	
	
	
	
	
	
	
	
	
	
	
	

	SQCIF
	128
	96
	12,288
	20.6
	61.9
	123.8
	247.5
	495.0
	990.0
	1800.0
	4500.0
	4500.0
	10240.0
	10240.0
	24576.0

	QCIF
	176
	144
	25,344
	10.0
	30.0
	60.0
	120.0
	240.0
	480.0
	872.7
	2181.8
	2181.8
	4964.8
	4964.8
	11915.6

	QVGA
	320
	240
	76,800
	-
	9.9
	19.8
	39.6
	79.2
	158.4
	288.0
	720.0
	720.0
	1638.4
	1638.4
	3932.2

	SIF
	352
	240
	84,480
	-
	9.0
	18.0
	36.0
	72.0
	144.0
	261.8
	654.5
	654.5
	1489.5
	1489.5
	3574.7

	CIF
	352
	288
	101,376
	-
	7.5
	15.0
	30.0
	60.0
	120.0
	218.2
	545.5
	545.5
	1241.2
	1241.2
	2978.9

	VGA
	640
	480
	307,200
	-
	-
	-
	-
	19.8
	39.6
	72.0
	180.0
	180.0
	409.6
	409.6
	983.0

	4SIF
	704
	480
	337,920
	-
	-
	-
	-
	18.0
	36.0
	65.5
	163.6
	163.6
	372.4
	372.4
	893.7

	4CIF
	704
	576
	405,504
	-
	-
	-
	-
	15.0
	30.0
	54.5
	136.4
	136.4
	310.3
	310.3
	744.7

	SVGA
	800
	600
	480,000
	-
	-
	-
	-
	-
	25.3
	46.1
	115.2
	115.2
	262.1
	262.1
	629.1

	XGA
	1024
	768
	786,432
	-
	-
	-
	-
	-
	15.5
	28.1
	70.3
	70.3
	160.0
	160.0
	384.0

	720p
	1280
	720
	921,600
	-
	-
	-
	-
	-
	-
	24.0
	60.0
	60.0
	136.5
	136.5
	327.7

	4VGA
	1280
	960
	1,228,800
	-
	-
	-
	-
	-
	-
	-
	45.0
	45.0
	102.4
	102.4
	245.8

	SXGA
	1280
	1024
	1,310,720
	-
	-
	-
	-
	-
	-
	-
	42.2
	42.2
	96.0
	96.0
	230.4

	16SIF
	1408
	960
	1,351,680
	-
	-
	-
	-
	-
	-
	-
	40.9
	40.9
	93.1
	93.1
	223.4

	16CIF
	1408
	1152
	1,622,016
	-
	-
	-
	-
	-
	-
	-
	34.1
	34.1
	77.6
	77.6
	186.2

	4SVGA
	1600
	1200
	1,920,000
	-
	-
	-
	-
	-
	-
	-
	28.8
	28.8
	65.5
	65.5
	157.3

	1080i
	1920
	1080
	2,073,600
	-
	-
	-
	-
	-
	-
	-
	26.7
	26.7
	60.7
	60.7
	145.6

	2Kx1K
	2048
	1024
	2,097,152
	-
	-
	-
	-
	-
	-
	-
	26.4
	26.4
	60.0
	60.0
	144.0

	4XGA
	2048
	1536
	3,145,728
	-
	-
	-
	-
	-
	-
	-
	-
	17.6
	40.0
	40.0
	96.0

	16VGA
	2560
	1920
	4,915,200
	-
	-
	-
	-
	-
	-
	-
	-
	11.3
	25.6
	25.6
	61.4

	16SVGA
	3200
	2400
	7,680,000
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	16.4
	39.3

	16XGA
	4096
	3072
	12,582,912
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	10.0
	24.0


Note: XGA is also known as (aka) XVGA, 4SIF aka SDTV, 4SVGA aka UXGA, 16XGA aka 4Kx3K
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Please send to:


JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA


Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Polycom Inc.
	

	Mailing address
	100 Minuteman Road

Andover, MA  01810

USA
	

	Country
	USA
	

	Contact person
	Dave Lindbergh
	

	Telephone
	+1 978 292 4351
	

	Fax
	
	

	Email
	David.Lindbergh@polycom.com
	

	Place and date of submission
	Pattaya, Thailand, December 2001
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT
	

	Title
	Profile Framework for H.26L
	

	Contribution number
	VCEG-O14
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)

	
	

	X
	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)
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Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.
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	3rd party name(s)
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	Country
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