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Summary

The Joint Video Exploration Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its fourth meeting during 15–21 October 2016 at the California Garden Hotel‎1.14, Chengdu, CN. The JVET meeting was held under the leadership of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany) as the responsible coordinators from the two organizations. For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section  of this document.
The JVET meeting sessions began at approximately 0900 hours on Saturday 15 October 2016. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1205 hours on Friday 21 October 2016. Approximately 201 people attended the JVET meeting, and approximately 160 input documents and 9 AHG reports were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JVET. The subject matter of the JVET meeting activities consisted of studying video coding technology with the potential to significantly exceed the compression capability of the current HEVC standard and evaluating compression technology designs proposed in this area.

One primary goal of the meeting was to review the work that was performed in the interim period since the third JVET meeting in producing the Joint Exploration Test Model 3 (JEM3). In this context, results from nine exploration experiments were also reviewed. Another important goal was to review the work that had been conducted for investigating the characteristics of new test material in the assessment of video compression technology. Furthermore, technical input documents were reviewed, and modifications towards JEM4 were planned. 
The JVET produced five output documents from the meeting, as follows:
· Algorithm description of Joint Exploration Test Model 4 (JEM4)
· Work plan for assessment of test materials
· Description of Exploration Experiments on coding tools
· Common test conditions and evaluation procedures for HDR/WCG video
· Common test conditions and evaluation procedures for 360 video
For the organization and planning of its future work, the JVET established 9 "ad hoc groups" (AHGs) to progress the work on particular subject areas. 5 Exploration Experiments (EE) were defined on particular subject areas of coding tool testing. The next four JVET meetings are planned for Thu. 12 – Fri. 20 Jan. 2017 under ITU-T auspices in Geneva, CH, during Fri. 31 Mar. – Fri. 7 Apr. 2017 under WG 11 auspices in Hobart, AU, during Fri. 14 – Fri. 21 Jul. 2017 under WG 11 auspices in Torino, IT, and during Wed. 18. – Wed. 25 Oct. 2017 under ITU-T auspices in Macao, CN.
The document distribution site http://phenix.it-sudparis.eu/jvet/ was used for distribution of all documents.

The reflector to be used for discussions by the JVET and all its AHGs is the JVET reflector:
jvet@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
https://mailman.rwth-aachen.de/mailman/listinfo/jvet.
1 Administrative topics
1.1 Organization

The ITU-T/ISO/IEC Joint Video Exploration Team (JVET) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JVET are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Video Exploration Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its fourth meeting during 15–21 October 2016 at the California Garden Hotel, Chengdu, CN. The JVET meeting was held under the leadership of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany) as responsible coordinators of the two organizations.
1.2 Meeting logistics

The JVET meeting sessions began at approximately 0900 hours on Saturday 15 October 2016. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1205 hours on Friday 21 October 2016. Approximately 201 people attended the JVET meeting, and approximately 160 input documents and 9 AHG reports were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JVET. The subject matter of the JVET meeting activities consisted of studying video coding technology with the potential to significantly exceed the compression capability of the current HEVC standard and evaluating compression technology designs proposed in this area.
Information regarding logistics arrangements for the meeting had been provided via the email reflector jvet@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jvet-site/2016_10_D_Chengdu/.
1.3 Primary goals

One primary goal of the meeting was to review the work that was performed in the interim period since the third JVET meeting in producing the Joint Exploration Test Model 3 (JEM3). In this context, results from nine exploration experiments were also reviewed. Another important goal was to review the work that had been conducted for investigating the characteristics of new test material in the assessment of video compression technology. Furthermore, technical input documents were reviewed, and modifications towards JEM4 were planned. 

1.4 Documents and document handling considerations
1.4.1 General

The documents of the JVET meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jvet/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report:

· Decisions made by the group that might affect the normative content of a potential future standard are identified in this report by prefixing the description of the decision with the string "Decision:".
· Decisions that affect the JEM software but have no effect on what would be normative technical design are marked by the string "Decision (SW):".
· Decisions that fix a "bug" in the JEM description (an error, oversight, or messiness) or in the software are marked by the string "Decision (BF):".

This meeting report is based primarily on notes taken by the responsible coordinators. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. It should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much information about the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.
1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Wednesday, 5 October 2016. Any documents uploaded after 2359 hours Paris/Geneva time on Thursday 6 October were considered "officially late", giving a grace period of 24 hrs to those living in different time zones of the world.
All contribution documents with registration numbers JVET-D0134 and higher were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "D0134+" range might include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical design proposal contributions were registered on time but were uploaded late:

· JVET-D0034 (a proposal on polyphase subsampled coding, with additional subjective results), uploaded 10-10,

· JVET-D0124 (a proposal on de-quantization and scaling for extended colour volume), uploaded 10-10.
The following technical design proposal contributions were both registered late and uploaded late:

· JVET-D0142 (a proposal on octahedron format packing), uploaded 10-08,
· JVET-D0151 (a proposal on affine motion vector coding), uploaded 10-12,

· JVET-D0155 (a proposal on reduced transform coefficient precision), uploaded 10-10,

· JVET-D0168 (a proposal on NSST-PDPC harmonization), uploaded 10-12.
The following other documents not proposing normative technical content were registered on time but were uploaded late:

· JVET-D0032 and JVET-D0103 (information documents on test sequence evaluation), uploaded 10-15,
· JVET-D0068 (an evaluation on different projection schemes for 360 video), uploaded 10-14,

· JVET-D0125 (an evaluation on interpolation filters for 360 video), uploaded 10-07,

· JVET-D0127 (information document proposing an improved software in context of intra prediction), uploaded 10-07,

· JVET-D0131 (information document proposing an improved software in context of EE6), uploaded 10-08.
The following cross-verification reports were registered on time but were uploaded late: JVET-D0041 [uploaded 10-15], JVET-D0059 [uploaded 10-16], JVET-D0080 [uploaded 10-26], JVET-D0086 [uploaded 10-17], JVET-D0087 [uploaded 10-14], JVET-D0088 [uploaded 10-14], JVET-D0130 [uploaded 10-15], JVET-D0091 [uploaded 10-11], JVET-D0106 [uploaded 10-13], JVET-D0129 [uploaded 10-15], JVET-D0132 [uploaded 10-12], … .

(Documents that were both registered late and uploaded late, other than technical proposal documents, are not listed in this section, in the interest of brevity.)

The following contribution registrations were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn contribution, or were registered in error: JVET-D0037, JVET-D0038, JVET-D0089, JVET-D0100, JVET-D0162, JVET-D0166, JVET-D0174, JVET-D0176, JVET-D0178, JVET-D0187.
"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable rejected in the document management system. The initial uploads of the following contribution documents were rejected as "placeholders" and were not corrected until after the upload deadline: JVET-D0049 [improved on 10-15], JVET-D0053 [improved on 10-10], JVET-D0098 [improved on 10-13].

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, EE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

A few contributions may have had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in a reasonably timely fashion in all cases (to the extent of the awareness of the responsible coordinators).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Outputs of the preceding meeting

The output documents of the previous meeting, particularly the meeting report JVET-C1000, JEM3 algorithm description JVET-C1001, the work plan for assessment of test materials JVET-C1002, and the description of exploration experiments JVET-C1011, were approved. The JEM3 software implementation was also approved.
The group had initially been asked to review the prior meeting report for finalization. The meeting report was later approved without modification.
All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.
1.5 Attendance

The list of participants in the JVET meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the responsible coordinators.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Review of results of previous meeting
· Review of AHG reports

· Reports of exploration experiments
· Consideration of contributions and communications on project guidance

· Consideration of video technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JVET and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JVET necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jvet-site (JVET contribution templates)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/‌SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director's IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur's group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."
The responsible coordinators invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.
1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the JEM software uses the HEVC reference software copyright license header language, which is the BSD license with a preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the JEM software, and for evaluating proposals for technology to be included in the design. This software or parts thereof might be published by ITU-T and ISO/IEC as an example implementation of a future video coding standard and for use as the basis of products to promote adoption of such technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
 Clarify status of 360 video conversion software, would be desirable to have clear copyright/usage terms - there are two of them - there are input contributions about those.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jvet/. 
It is reminded to send notice to the chairs in cases of changes to document titles, authors etc.
JVET email lists are managed through the site https://mailman.rwth-aachen.de/mailman/options/jvet, and to send email to the reflector, the email address is jvet@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JVET participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work. The current number of subscribers is 610.
For distribution of test sequences, a password protected ftp site had been set up at RWTH Aachen University, with a mirror site at FhG-HHI. 
1.10 Terminology

Some terminology used in this report is explained below:

· ACT: Adaptive colour transform.

· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· ALF: Adaptive loop filter.

· AMP: Asymmetric motion partitioning – a motion prediction partitioning for which the sub-regions of a region are not equal in size (in HEVC, being N/2x2N and 3N/2x2N or 2NxN/2 and 2Nx3N/2 with 2N equal to 16 or 32 for the luma component).

· AMVP: Adaptive motion vector prediction.

· AMT: Adaptive multi-core transform.

· AMVR: (Locally) adaptive motion vector resolution.

· APS: Active parameter sets.

· ARC: Adaptive resolution conversion (synonymous with DRC, and a form of RPR).

· ARSS: Adaptive reference sample smoothing.

· ATMVP: Advanced temporal motion vector prediction.

· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BC: See CPR or IBC.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BIO: Bi-directional optical flow.

· BL: Base layer.

· BoG: Break-out group.

· BR: Bit rate.

· BV: Block vector (used for intra BC prediction).

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).

· CC: May refer to context-coded, common (test) conditions, or cross-component.

· CCLM: Cross-component linear model.

· CCP: Cross-component prediction.

· CG: Coefficient group.

· CGS: Colour gamut scalability (historically, coarse-grained scalability).

· CL-RAS: Cross-layer random-access skip.

· CPMVP: Control-point motion vector prediction (used in affine motion model).

· CPR: Current-picture referencing, also known as IBC – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.

· CTC: Common test conditions.

· CVS: Coded video sequence.

· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DF: Deblocking filter.

· DRC: Dynamic resolution conversion (synonymous with ARC, and a form of RPR).

· DT: Decoding time.

· ECS: Entropy coding synchronization (typically synonymous with WPP).

· EE: Exploration Experiment – a coordinated experiment conducted toward assessment of coding technology.
· EOTF: Electro-optical transfer function – a function that converts a representation value to a quantity of output light (e.g., light emitted by a display.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).

· EL: Enhancement layer.

· ET: Encoding time.

· FRUC: Frame rate up conversion (pattern matched motion vector derivation).

· HEVC: High Efficiency Video Coding – the video coding standard developed and extended by the JCT-VC, formalized by ITU-T as Rec. ITU-T H.265 and by ISO/IEC as ISO/IEC 23008-2.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· IBC (also Intra BC): Intra block copy, also known as CPR – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.

· IBDI: Internal bit-depth increase – a technique by which lower bit-depth (8 bits per sample) source video is encoded using higher bit-depth signal processing, ordinarily including higher bit-depth reference picture storage (ordinarily 12 bits per sample).

· IBF: Intra boundary filtering.

· ILP: Inter-layer prediction (in scalable coding).

· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC and HEVC).

· JEM: Joint exploration model – the software codebase for future video coding exploration.

· JM: Joint model – the primary software codebase that has been developed for the AVC standard.

· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.

· KLT: Karhunen-Loève transform.

· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Typically refers to LB, although also applies to LP.

· LIC: Local illumination compensation.

· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.

· LTRP: Long-term reference pictures.

· MANE: Media-aware network elements.

· MC: Motion compensation.

· MDNSST: Mode dependent non-separable secondary transform.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JVET).

· MV: Motion vector.

· NAL: Network abstraction layer (as in AVC and HEVC).

· NSQT: Non-square quadtree.

· NSST: Non-separable secondary transform.

· NUH: NAL unit header.

· NUT: NAL unit type (as in AVC and HEVC).

· OBMC: Overlapped block motion compensation (e.g., as in H.263 Annex F).

· OETF: Opto-electronic transfer function – a function that converts to input light (e.g., light input to a camera) to a representation value.

· OOTF: Optical-to-optical transfer function – a function that converts input light (e.g. l,ight input to a camera) to output light (e.g., light emitted by a display).

· PDPC: Position dependent (intra) prediction combination.

· POC: Picture order count.

· PoR: Plan of record.

· PPS: Picture parameter set (as in AVC and HEVC).

· QM: Quantization matrix (as in AVC and HEVC).

· QP: Quantization parameter (as in AVC and HEVC, sometimes confused with quantization step size).

· QT: Quadtree.

· QTBT: Quadtree plus binary tree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD).

· RADL: Random-access decodable leading.

· RASL: Random-access skipped leading.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· ROT: Rotation operation for low-frequency transform coefficients.

· RPLM: Reference picture list modification.

· RPR: Reference picture resampling (e.g., as in H.263 Annex P), a special case of which is also known as ARC or DRC.

· RPS: Reference picture set.

· RQT: Residual quadtree.

· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).

· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.

· SD: Slice data; alternatively, standard-definition.

· SDT: Signal dependent transform.

· SEI: Supplemental enhancement information (as in AVC and HEVC).

· SH: Slice header.

· SHM: Scalable HM.

· SHVC: Scalable high efficiency video coding.

· SIMD: Single instruction, multiple data.

· SPS: Sequence parameter set (as in AVC and HEVC).

· STMVP: Spatial-temporal motion vector prediction.

· TBA/TBD/TBP: To be announced/determined/presented.

· TGM: Text and graphics with motion – a category of content that primarily contains rendered text and graphics with motion, mixed with a relatively small amount of camera-captured content.
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JVET).

· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.

· WG: Working group, a group of technical experts (usually used to refer to WG 11, a.k.a. MPEG).

· WPP: Wavefront parallel processing (usually synonymous with ECS).

· Block and unit names in HEVC:

· CTB: Coding tree block (luma or chroma) – unless the format is monochrome, there are three CTBs per CTU.

· CTU: Coding tree unit (containing both luma and chroma, synonymous with LCU), with a size of 16x16, 32x32, or 64x64 for the luma component.

· CB: Coding block (luma or chroma), a luma or chroma block in a CU.

· CU: Coding unit (containing both luma and chroma), the level at which the prediction mode, such as intra versus inter, is determined in HEVC, with a size of 2Nx2N for 2N equal to 8, 16, 32, or 64 for luma.

· PB: Prediction block (luma or chroma), a luma or chroma block of a PU, the level at which the prediction information is conveyed or the level at which the prediction process is performed in HEVC.

· PU: Prediction unit (containing both luma and chroma), the level of the prediction control syntax within a CU, with eight shape possibilities in HEVC:

· 2Nx2N: Having the full width and height of the CU.

· 2NxN (or Nx2N): Having two areas that each have the full width and half the height of the CU (or having two areas that each have half the width and the full height of the CU).

· NxN: Having four areas that each have half the width and half the height of the CU, with N equal to 4, 8, 16, or 32 for intra-predicted luma and N equal to 8, 16, or 32 for inter-predicted luma – a case only used when 2N×2N is the minimum CU size.

· N/2x2N paired with 3N/2x2N or 2NxN/2 paired with 2Nx3N/2: Having two areas that are different in size – cases referred to as AMP, with 2N equal to 16 or 32 for the luma component.

· TB: Transform block (luma or chroma), a luma or chroma block of a TU, with a size of 4x4, 8x8, 16x16, or 32x32.

· TU: Transform unit (containing both luma and chroma), the level of the residual transform (or transform skip or palette coding) segmentation within a CU (which, when using inter prediction in HEVC, may sometimes span across multiple PU regions).
· Block and unit names in JEM:

· CTB: Coding tree block (luma or chroma) – there are three CTBs per CTU in P/B slice, and one CTB per luma CTU and two CTBs per chroma CTU in I slice.

· CTU: Coding tree unit (synonymous with LCU, containing both luma and chroma in P/B slice, containing only luma or chroma in I slice), with a size of 16x16, 32x32, 64x64, or 128x128 for the luma component.

· CB: Coding block, a luma or chroma block in a CU.

· CU: Coding unit (containing both luma and chroma in P/B slice, containing only luma or chroma in I slice), a leaf node of a QTBT. It’s the level at which the prediction process and residual transform are performed in JEM. A CU can be square or rectangle shape.

· PB: Prediction block, a luma or chroma block of a PU.

· PU: Prediction unit, has the same size to a CU.

· TB: Transform block, a luma or chroma block of a TU.

· TU: Transform unit, has the same size to a CU.

1.11 Opening remarks

· Reviewed logistics, agenda, working practices

· Results of previous meeting: JEM, meeting report, etc.
· Goals of the meeting: New version of JEM, evaluation of status progress in EEs and new proposals, provide summary to parent bodies, define new EEs.
· …

1.12 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0900–2000 hours, with coffee and lunch breaks as convenient. Ongoing scheduling refinements were announced on the group email reflector as needed. Some particular scheduling notes are shown below, although not necessarily 100% accurate or complete:
· Sat. 15 Oct, 1st day
· 0900-1250 Opening, AHG reports (chaired by JRO and GJS)
· 1400-1840 EE review (chaired by JRO and GJS)

· Sun. 16 Oct, 2nd day

· 0900-1300 and 1400-1600 BoG on 360 video (chaired by Jill Boyce)

· 1400-1800 non-EE technical contributions: 6.1,6.2 (chaired by JRO and GJS)
· Mon. 17 Oct, 3rd day

· 1430-1600 BoG on encoding complexity (chaired by Kiho Choi)

· 1800-2000 BoG on 360 video (chaired by Jill Boyce)

· 1800-2030 non-EE technical contributions: 6.3 (chaired by JRO and GJS)
· Tue. 17 Oct, 4th day

· 0900-1100 BoG on 360 video (chaired by Jill Boyce)

· 0830-1100 non-EE technical contributions 6.4,6.5 (chaired by JRO and GJS)

· 1100-1200 Joint Meeting with parent bodies: Status of project

· 1530-2000 BoG on 360 video (chaired by Jill Boyce)
· 1800-2000 BoG on extended colour volume (chaired by Andrew Segall)

· Wed. 18 Oct, 5th day

· 1200-1300 Metrics and evaluation criteria (chaired by JRO)

· 1400-1600 Plenary review (chaired by JRO and GJS)

· BoG reports

· Test material
· Further scheduling

· 1615-1800 BoG on encoding complexity (chaired by Kiho Choi)

· 1615-1800 BoG on 360 video (chaired by Jill Boyce)

· Thu. 19 Oct, 6th day

· 0900-1230 BoG on 360 video (chaired by Jill Boyce)

· 0900-1030 BoG on extended colour volume (chaired by Andrew Segall)

· 1100-1230 BoG on test material (chaired by Teruhiko Suzuki)

· 1400-1600 Plenary review (chaired by JRO and GJS)

· Review remaining documents

· Revisits

· BoG reports

· Review of visual testing

· Further scheduling

· Planning of EEs and AHGs
· 1730-1800 Plenary review of 360 status & software
· Fri. 20 Oct, 7th day

· 900-1200 Plenary (chaired by JRO)

· Approval of adoptions

· Review and approve output documents and AHGs

· Resolutions

· Remaining BoG reports

· Software development timeline

· Any revisits, any other business

1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized (final number counts tbd)
· AHG reports (9) (section 2)

· Analysis, development and improvement of JEM (1) (section 3)

· Test material (18) (section 4)

· Exploration experiments (47) (section 5)

· EE1 and related: Secondary transforms (5)

· EE2 and related: Adaptive primary transform (6)

· EE3 and related: Generalized bi-prediction (3)

· EE4 and related: Improved affine motion prediction (5)

· EE5 and related: Improved MV coding (3)

· EE6 and related: Extended intra prediction reference (11)

· EE7 and related: Adaptive clipping (4)

· EE8 and related: Decoder-side intra mode derivation (7)

· EE9 and related: Adaptive scaling for extended colour volume (2)

· Non-EE technology proposals (74) (section 6)

· Transforms and coefficient coding (6)

· Motion compensation and vector coding (9)

· Intra prediction and coding (17)
· QTBT improvements and other partitioning schemes (8)

· Loop filters (7)

· 360 video (27)

· Other (0)

· Encoder optimization (9) (section 7)
· Metrics and evaluation criteria (4) (section 8)

· Withdrawn (8) (section 9)

· Joint meetings, plenary discussions, BoG reports, Summary of actions (section 10)

· Project planning (section 11)

· Output documents, AHGs (section 12)

2 AHG reports (9)
Discussed Saturday 15 October a.m. (GJS & JRO)

JVET-D0001 JVET AHG report: Tool evaluation (AHG1) [M. Karczewicz, E.Alshina] 

AhG1 kick-off message was sent out at June 24. There are 5 e-mails related to AhG1 activity in JVET reflector. Exploration Experiments activity was discussed in separate mail-list which has 66 subscribers from 18 companies and more than 50 e-mails. 
It was asked to subscribe the chairs of JVET to this mailing list.

Algorithms included into JEM3.0 are described in [1]. There is a list of tools and below. Tools modified at the JVCT-C meeting are marked as bold. The biggest change is replacement of Quad-tree HEVC structure by QTBT.   Remaining modifications done during JVET-C meeting are mostly unifications and simplification.
JEM3.0 tools:  
· Block structure
· Larger Coding Tree Unit (up to 256x256) and transforms (up to 64x64) 

· Quadtree plus binary tree (QTBT) block structure ( replaced quadtree structure in main JEM3.0 branch
· Intra prediction improvements

· 65 intra prediction directions ( modified in JEM3.0 compared to JEM2.0
· 4-tap interpolation filter for intra prediction 

· Boundary filter applied to other directions in addition to horizontal and vertical ones 

· Cross-component linear model (CCLM) prediction 

· Position dependent intra prediction combination (PDPC) 

· Adaptive reference sample smoothing

· Inter prediction improvements
· Sub-PU level motion vector prediction ( modified in JEM3.0 compared to JEM2.0
· Locally adaptive motion vector resolution (AMVR) 

· 1/16 pel motion vector storage accuracy
· Overlapped block motion compensation (OBMC) 

· Local illumination compensation (LIC) 

· Affine motion prediction ( modified in JEM3.0 compared to JEM2.0
· Pattern matched motion vector derivation
· Bi-directional optical flow (BIO) ( modified in JEM3.0 compared to JEM2.0
· Transform
· Explicit multiple core transform

· Mode dependent non-separable secondary transforms ( modified in JEM3.0 compared to JEM2.0

· Signal dependent transform (SDT) ( disabled by default
· In-loop filter
· Adaptive loop filter (ALF) ( modified in JEM3.0 compared to JEM2.0
· Enhanced CABAC design 

· Context model selection for transform coefficient levels
· Multi-hypothesis probability estimation

· Initialization for context models
Performance progress for JEM (HM-KTA) in terms of BD-rate gain vs. encoder time increase in random access test configuration is demonstrated on Figure 1. Results are based on Software Development AHG reports. Note that there was a replacement of 4kx2k sequences after February 2016 meeting. Performance of JEM3.0 compared HM SW as well as run time increment is summarized in Table 1 [2].
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Fig. 1. The progress of JEM performance in RA test configuration. 
(from left to right: KTA1/2, JEM1/2/3)
Table 1: JEM3.0 compared to HEVC coding performance summary.
	Test configuration
	BD-rate
	Time

	
	Y
	U
	V
	Enc. 
	Dec. 

	All Intra
	−18%
	−21%
	−21%
	(60
	(2

	Random Access
	−26%
	−30%
	−29%
	(11
	(10

	Low Delay-B
	−21%
	−25%
	−26%
	(7
	(7

	Low Delay-P
	−24%
	−28%
	−29%
	(6
	(4


Significant gain is observed in both three color components. In random access test highest gain over HEVC is observed for CatRobot test sequence (36.8%), lowest gain JEM shows for ToddlerFountain video (13.1% only).
At the 2nd JVET meeting Exploration Experiments practice was established. In 3d JVET meeting 9 EEs were created. For each new coding tool under consideration special SW branch was created. After implementation of each tool announcement via JVET reflector was done. For all 9 EEs input contribution for this meeting were submitted.

Fresh research topics and even new tools are suggested for Aerial photography and 360 video content. This activity is summarized in AhG8 report.
In total 49 contributions proposing new coding tools for JEM or improvements of JEM design were submitted in following categories:

· Structure (9)
· Intra (13), 

· Inter (12), 

· Transform (8), 

· In-loop filter (5),

· Clipping (2).

The AHG recommends:

· Conduct viewing for visual quality comparison of JEM and HEVC during the meeting. 
· Consider encoder complexity as one as the criteria when evaluating the tools. Encourage further encoder complexity reduction.

· To review all the related contribution. 

· To continue Exploration Experiments practice.

It was asked whether the general procedure of EEs was useful. No negative comments were made. It is concluded that the current practice is useful in terms of the exploration
One expert commented that also the decoder complexity should be reported.
JVET-D0002 JVET AHG report: JEM algorithm description editing (AHG2) [J. Chen, E. Alshina, J. Boyce]

During the editing period, on top of JVET-B1001 Algorithm Description of Joint Exploration Test Model 2, the editorial team worked on the following three aspects to produce the final version of JVET-C1001 Algorithm Description of Joint Exploration Test Model 3.
1. Integrate the following normative adoptions at the 3rd JVET meeting
· JVET-C0024, QTBT block structure replaces HEVC quadtree strcuture in main branch of JEM3
· JVET-C0025, Simplification and unification of MC filters for affine prediction
· JVET-C0027, Simplification and improvement of BIO
· JVET-C0035, ATMVP simplification
· JVET-C0038, Modifications of ALF: Diagonal classification, geometric transformations of filters, prediction of coefficients from fixed set, alignment of luma and chroma filter shapes, removal of context-coded bins for filter coefficient signaling
· JVET-C0042/JVET-C0053, Unified binarization of NSST index 
· JVET-C0055, Simplified derivation of MPM in intra prediction
· JVET-C0046, Enabling Transform skip (TS) for 64x64 transform blocks
· NSST & TS, Disable NSST and do not code NSST index if all components in a block use  TS; otherwise, if NSST is on, it shall not be used for a block of a component that uses TS
2. Overall text refinement and quality improvment

· AMT description improvement
· BIO description improvement
· Cross-component linear model (CCLM) prediction description improvement
· Other editorial improvements
Currently the document containts the algorithm description as well as encoding logic description for all  new coding features in JEM3.0. Compared to HEVC, the following new coding features are included in JEM3.
1. Block structure

· Quadtree plus binary tree (QTBT) block structure

· Intra prediction improvements

· 65 intra prediction directions

· 4-tap interpolation filter for intra prediction

· Boundary filter applied to other directions in addition to horizontal and vertical ones 

· Cross-component linear model (CCLM) prediction

· Position dependent intra prediction combination (PDPC)

· Adaptive reference sample smoothing

2. Inter prediction improvements

· Sub-PU level motion vector prediction

· Locally adaptive motion vector resolution (AMVR)

· 1/16 pel motion vector storage accuracy

· Overlapped block motion compensation (OBMC)

· Local illumination compensation (LIC)

· Affine motion prediction

· Pattern matched motion vector derivation

· Bi-directional optical flow (BIO)

3. Transform

· Explicit multiple core transform

· Mode dependent non-separable secondary transforms

· Signal dependent transform (SDT) (in main branch, but disabled in CTC, was not tested in combination with new tools of JEM3)
4. Adaptive loop filter (ALF)

5. Enhanced CABAC design

· Context model selection for transform coefficient levels

· Multi-hypothesis probability estimation

· Initialization for context models

After release of the final version of JVET-C1001, the editorial team continue working on quality improvement of the document as well as collecting the feedbacks from JVET participants. Revisions, including algorithm updates, mismatch of text and software, and typo fixes are done on top of JVET-C1001. The revised document (with changing marks) has been included in the this report as an attachment.
The AHG recommends to:

· Continue to edit the Algorithm Description of Joint Exploration Test Model document to ensure that all agreed elements of JEM are described 
· Continue to improve the editorial quality of the Algorithm Description of Joint Exploration Test Model document and address issues relating to mismatches between software and text.
ALF updates are included in the latest version of C1001.

An editorially improved version on top of C1001 is included as part of the AHG2 report. 
JVET-D0003 JVET AHG report: JEM software development (AHG3) [X. Li, K. Suehring]

Software development was continued based on the HM-16.6-JEM-2.0 version. A branch was created in the software repository to implement the JEM-3 tools based on the decisions noted in section 9.4 in the notes of 3rd JVET meeting. All integrated tools were included in macros to highlight the changes in the software related to that specific tool.

HM-16.6-JEM-3.0 was released on Jun. 30th, 2016.

HM-16.6-JEM-3.1 was released on Aug. 3rd, 2016. In JEM-3.1, block level QP signaling as well as several bug fixes were included on top of JEM-3.0.

Several minor fixes were added to a dev branch after the release of HM-16.6-JEM-3.1. Those fixes will be included in JEM-3.2 which will be the base for further software development.

During fixing one bug, an issue was noticed. When macro JVET_B058_HIGH_PRECISION_MOTION_VECTOR_MC is off, macro JVET_C0025_AFFINE_FILTER_SIMPLIFICATION leads to encoding crash due to undefined filters. Currently, a compiling error is generated if JVET_B058_HIGH_PRECISION_MOTION_VECTOR_MC is off but JVET_C0025_AFFINE_FILTER_SIMPLIFICATION is on.
As decided on the last meeting, several branches were created for exploration experiments. Note that these branches are maintained by the proponents of exploration experiments.
The JEM software is developed using a Subversion repository located at:

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/
The implementation of JEM-3 tools has been performed on the branch

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-16.6-JEM-2.0-dev
The released version of HM-16.6-JEM-3.0 can be found at

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-3.0
The implementation of JEM-3.1 has been performed on the branch

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-16.6-JEM-3.0-dev
The released version of HM-16.6-JEM-3.1 can be found at

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-3.1
Bug fixes on top of HM-16.6-JEM-3.1 has been performed on the branch

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-16.6-JEM-3.1-dev
The branches of exploration experiments can be found at 

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/candidates
The performance of HM-16.6-JEM-3.0 over HM-16.6-JEM-2.0 and HM-16.9 under test conditions defined in JVET-B1010 is summarized as follows. 

Performance of JEM-3.0 vs JEM-2.0

Table 1 JEM-3.0 vs JEM-2.0

[image: image2.emf]Y U V EncT DecT Y U V EncT DecT

Class A1 -2.70% -10.20% -4.55% 343% 119% -19.88% -24.09% -22.06% 5478% 216%

Class A2 -3.84% -11.58% -8.65% 343% 121% -21.51% -25.04% -18.21% 4510% 203%

Class B -3.67% -10.87% -12.42% 354% 116% -16.79% -17.79% -16.76% 6696% 203%

Class C -3.43% -11.21% -12.16% 371% 119% -17.42% -20.79% -24.54% 8104% 196%

Class D -2.90% -10.01% -11.10% 357% 142% -14.10% -16.65% -18.93% 8970% 236%

Class E -6.22% -12.16% -13.76% 362% 115% -20.61% -21.77% -25.44% 4828% 199%

Overall  -3.69% -10.95% -10.38% 355% 122% -18.23% -20.85% -20.63% 6308% 208%

Class F (optional) -3.77% -12.68% -13.66% 351% 124% -15.90% -22.03% -22.64% 5408% 188%

Y U V EncT DecT Y U V EncT DecT

Class A1 -4.08% -13.23% -10.89% 235% 111% -25.50% -31.18% -32.41% 1275% 732%

Class A2 -4.46% -10.61% -9.28% 202% 112% -31.93% -35.92% -29.28% 915% 891%

Class B -4.18% -12.78% -14.15% 195% 108% -25.05% -30.94% -26.41% 1024% 920%

Class C -4.33% -10.64% -10.86% 225% 110% -24.18% -27.19% -29.53% 1289% 1036%

Class D -4.17% -12.65% -13.96% 221% 115% -24.54% -26.25% -28.02% 1281% 1175%

Class E

Overall (Ref) -4.24% -12.02% -11.94% 214% 111% -26.18% -30.33% -29.00% 1139% 938%

Class F (optional) -3.58% -11.21% -11.83% 204% 118% -18.67% -25.25% -25.11% 854% 555%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B -3.91% -4.88% -5.86% 187% 106% -19.00% -25.58% -24.79% 734% 548%

Class C -4.45% -5.51% -5.71% 215% 115% -19.92% -24.51% -26.62% 953% 679%

Class D -5.05% -4.85% -5.42% 208% 121% -20.62% -21.61% -21.92% 919% 809%

Class E -5.70% -5.54% -5.56% 158% 99% -24.86% -30.92% -34.40% 396% 601%

Overall (Ref) -4.67% -5.16% -5.65% 193% 110% -20.73% -25.32% -26.33% 738% 649%

Class F (optional) -5.03% -8.13% -7.96% 198% 118% -20.54% -29.84% -29.27% 617% 407%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B -4.01% -5.33% -6.60% 171% 116% -24.26% -29.75% -28.40% 616% 331%

Class C -4.89% -5.61% -5.54% 193% 127% -22.41% -25.65% -27.74% 780% 383%

Class D -5.28% -4.81% -5.33% 181% 141% -22.49% -22.67% -22.70% 722% 455%

Class E -6.83% -7.34% -7.09% 146% 115% -28.38% -35.29% -37.74% 331% 315%

Overall (Ref) -5.08% -5.65% -6.11% 173% 125% -24.13% -27.99% -28.56% 605% 368%

Class F (optional) -5.19% -8.02% -6.84% 185% 122% -21.45% -30.46% -29.85% 538% 295%

Over HM-16.9 with QP_ALIGN_LAMBDA

All Intra Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Random Access Main 10

Over HM-16.6-JEM-2 (parallel)

Over HM-16.6-JEM-2 (parallel)

Over HM-16.6-JEM-2 (parallel)

Over HM-16.6-JEM-2 (parallel)

Low delay B Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Low delay P Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA


Performance of JEM-3.0-Test1 vs JEM-3.0

According to the decision in the 3rd JVET meeting, the performance of JEM-3.0 under the “Test1” conditions is reported as follows, where the Test1 is defined in Table 3. The loss on chroma is mainly due to MaxBTDepthISliceC=0 in Test1.
Table 2 JEM-3.0-Test1 vs JEM-3.0
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Class A1 -0.48% 3.37% 3.79% 150% 99% -20.25% -21.79% -19.37% 8199% 212%

Class A2 -0.65% 5.18% 4.73% 147% 99% -22.03% -21.71% -14.66% 6617% 200%

Class B -0.61% 5.62% 6.34% 153% 99% -17.30% -13.67% -11.99% 10247% 200%

Class C -0.73% 6.98% 8.06% 159% 100% -18.04% -15.90% -19.09% 12864% 197%

Class D -0.61% 7.35% 8.45% 164% 100% -14.64% -10.91% -12.29% 14723% 236%

Class E -0.80% 3.56% 3.49% 148% 100% -21.25% -19.15% -23.03% 7149% 198%

Overall  -0.64% 5.43% 5.93% 153% 99% -18.75% -16.96% -16.28% 9682% 207%

Class F (optional) -1.42% 5.58% 6.07% 174% 100% -17.14% -18.37% -18.74% 9388% 187%

Y U V EncT DecT Y U V EncT DecT

Class A1 -0.83% -0.27% 0.11% 144% 100% -26.13% -31.37% -32.39% 1837% 734%

Class A2 -1.16% 2.82% 2.53% 131% 99% -32.75% -34.37% -27.62% 1196% 885%

Class B -0.69% 4.38% 4.68% 132% 99% -25.57% -28.15% -23.53% 1353% 909%

Class C -0.75% 3.39% 3.44% 131% 99% -24.76% -25.08% -27.42% 1682% 1027%

Class D -0.47% 4.53% 5.24% 128% 100% -24.91% -23.09% -24.50% 1637% 1180%

Class E

Overall (Ref) -0.77% 3.04% 3.27% 133% 100% -26.76% -28.40% -26.92% 1514% 934%

Class F (optional) -1.48% 2.37% 2.77% 137% 100% -19.91% -23.91% -23.54% 1173% 554%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B -0.57% -0.02% 0.56% 129% 100% -19.47% -25.56% -24.44% 944% 551%

Class C -0.49% 0.28% 0.17% 125% 100% -20.33% -24.35% -26.58% 1193% 676%

Class D -0.45% 0.18% -0.80% 119% 101% -20.98% -21.49% -22.64% 1095% 815%

Class E -0.86% 2.40% 3.04% 119% 98% -25.49% -29.33% -32.46% 472% 588%

Overall (Ref) -0.58% 0.56% 0.59% 124% 100% -21.19% -24.94% -26.03% 912% 647%

Class F (optional) -1.69% -0.32% -0.24% 126% 100% -21.92% -30.12% -29.48% 776% 409%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B -0.59% -0.08% 0.14% 134% 105% -24.72% -29.82% -28.33% 827% 346%

Class C -0.52% 0.01% -0.21% 135% 103% -22.82% -25.67% -27.92% 1049% 396%

Class D -0.24% 0.10% 0.67% 130% 110% -22.69% -22.60% -22.20% 941% 501%

Class E -1.04% 2.58% 3.63% 121% 99% -29.14% -33.66% -35.61% 401% 313%

Overall (Ref) -0.57% 0.49% 0.84% 131% 105% -24.57% -27.70% -28.06% 791% 385%

Class F (optional) -1.90% -0.61% -1.47% 129% 100% -22.99% -30.95% -30.73% 693% 295%

Over HM-16.9 with QP_ALIGN_LAMBDA

All Intra Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Random Access Main 10

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Low delay B Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Low delay P Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA


Note: The chroma loss is reported to be due to restriction of QTBT depth for chroma, which could be changed without significant run time increase.
Table 3 Configuration sets of QTBT
	Param.
	Test1
	Test2
	Test3
	Test4
	Test5
	Test6

	CTUSize
	128
	128
	128
	256
	256
	128

	MinQTLumaISlice
	16
	8
	8
	8
	8
	8

	MinQTChromaISlice
	4
	4
	4
	4
	4
	4

	MinQTNonISlice
	16
	8
	8
	8
	8
	8

	MaxBTDepthISliceL
	4
	2
	3
	2
	3
	2

	MaxBTDepthISliceC
	0
	2
	3
	2
	3
	0

	MaxBTDepth
	4
	2
	3
	2
	3
	2

	MaxBTSizeISliceL
	32
	32
	32
	32
	32
	32

	MaxBTSizeISliceC
	16
	16
	16
	16
	16
	16

	MaxBTSizeBPSlice
	128
	128
	128
	128
	128
	128


Performance of JEM-3.0-Test1 vs JEM-3.0

The performance of HM-16.6-JEM-3.1 over HM-16.6-JEM-3.0 and HM-16.9 under test conditions defined in JVET-B1010 is summarized as follows. 

Table 4 JEM-3.1 vs JEM-3.0

[image: image4.emf]Y U V EncT DecT Y U V EncT DecT

Class A1 0.03% 0.01% 0.05% 102% 100% -19.86% -24.10% -22.02% 5585% 216%

Class A2 0.02% -0.02% -0.03% 101% 99% -21.50% -25.06% -18.24% 4550% 200%

Class B 0.03% 0.10% 0.03% 102% 99% -16.77% -17.71% -16.74% 6850% 202%

Class C 0.02% -0.05% -0.02% 101% 100% -17.40% -20.83% -24.56% 8178% 196%

Class D 0.00% -0.04% 0.12% 101% 99% -14.10% -16.70% -18.83% 9032% 234%

Class E 0.10% 0.23% 0.16% 100% 99% -20.53% -21.60% -25.33% 4838% 197%

Overall  0.03% 0.03% 0.04% 101% 100% -18.20% -20.84% -20.59% 6387% 207%

Class F (optional) -0.01% 0.12% 0.09% 100% 101% -15.91% -21.97% -22.56% 5416% 189%

Y U V EncT DecT Y U V EncT DecT

Class A1 0.04% -0.23% -0.03% 98% 100% -25.48% -31.31% -32.45% 1246% 735%

Class A2 0.02% -0.04% -0.13% 97% 99% -31.93% -35.97% -29.37% 890% 882%

Class B 0.05% 0.09% -0.08% 99% 100% -25.01% -30.88% -26.46% 1008% 918%

Class C -0.07% 0.06% -0.17% 97% 99% -24.23% -27.13% -29.66% 1254% 1024%

Class D 0.03% 0.13% 0.26% 97% 98% -24.51% -26.14% -27.86% 1245% 1152%

Class E

Overall (Ref) 0.02% 0.01% -0.03% 98% 99% -26.18% -30.32% -29.03% 1112% 931%

Class F (optional) 0.02% -0.12% 0.03% 97% 99% -18.65% -25.35% -25.09% 827% 551%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B 0.06% 0.25% 0.42% 97% 100% -18.95% -25.38% -24.50% 713% 549%

Class C 0.19% 0.01% -0.06% 99% 100% -19.78% -24.51% -26.70% 943% 680%

Class D -0.07% -0.18% -0.34% 99% 100% -20.67% -21.81% -22.23% 907% 808%

Class E 0.02% -0.86% 0.71% 97% 99% -24.84% -31.50% -33.85% 383% 596%

Overall (Ref) 0.05% -0.12% 0.16% 98% 100% -20.69% -25.41% -26.24% 723% 648%

Class F (optional) 0.29% -0.01% 0.21% 98% 100% -20.31% -29.86% -29.22% 602% 409%

Y U V EncT DecT Y U V EncT DecT

Class A1

Class A2

Class B 0.05% 0.06% 0.39% 99% 100% -24.22% -29.73% -28.19% 607% 330%

Class C 0.17% -0.07% -0.02% 98% 100% -22.29% -25.70% -27.77% 763% 382%

Class D 0.08% 0.34% -0.10% 98% 101% -22.42% -22.40% -22.76% 709% 459%

Class E -0.13% -0.12% 0.18% 97% 101% -28.49% -35.37% -37.63% 322% 319%

Overall (Ref) 0.05% 0.06% 0.13% 98% 100% -24.09% -27.95% -28.50% 593% 369%

Class F (optional) 0.26% -0.69% -0.80% 97% 99% -21.24% -30.90% -30.39% 520% 292%

Over HM-16.9 with QP_ALIGN_LAMBDA

All Intra Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Random Access Main 10

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Over HM-16.6-JEM-3 (parallel)

Low delay B Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA

Low delay P Main10 

Over HM-16.9 with QP_ALIGN_LAMBDA


As a general comment, it can be found that the compression gain on high resolution class (A1/A2) is higher (where class A1 includes one sequence Toddler fountain with relative low gain). This should be emphasized, but nevertheless also obtaining results from low resolution material is deemed valuable.

Categories of video content discussed

· High res versus low res.

· 360 video

· HDR

We encourage people to be careful when working with the software to make sure that different combinations of tools than what is in the CTC will work properly. Testing of as many combinations as possible is encouraged.

It was commented that high resolution video is important for 360 video.

A new version of the report should be made available including detailed results in Excel sheets.

JVET-D0004 JVET AHG report: Test material (AHG4) [T. Suzuki, J. Chen, J. Boyce, A. Norkin]

The test sequences to test as defined in JVET-C1002 were uploaded at the ftp site, except SakuraGate. The availability of this sequence should be clarified.
During the preparation of 4th JVET meeting, there was a discussion on the procedure to upload the test sequences at the ftp site. If necessary, the guideline/procedure to upload the test sequences at the ftp site be clarified.
This aspect was discussed during the presentation of the AHG report, and it was confirmed that a special folder for the AHG should be created where new candidate sequences can be uploaded prior to meetings (with confirmation of the AHG chair). Based on recommendations/acceptance of new sequences, the content should then be transferred to another directory, and remaining stuff be deleted.
The workplan to explore characteristics of test sequences was defined as JVET-C1002. Reports of the evaluation were submitted at this meeting. Those contributions should be reviewed. 

For 4K sequences, it is planned to evaluate picture quality of HM and JEM at approximately same bitrate for the current class A1/A2 and the 7 sequences proposed. The objective is to understand the characteristics of 4K test sequences and the coding performance difference between HM and JEM. One other purpose is to study the rate point for CfP test conditions. Subjective test should be performed during the meeting to understand appropriate test sequences, test conditions toward CfP.
New test sequences are proposed at this meeting (aerial photography, HDR/SDR, 360 video). Those should be reviewed and discuss plan to evaluate those sequences.
It is recommended that the following viewing test should be performed during Chengdu meeting.

C1002 related

JEM-HM comparison

· Class A1/A2 + 7 new 4K sequences (total 15 sequences)

· Test methodology ? (Vote appropriate or not, ABAB test, DSIS/DSCQS ?)

· Which bit rate ? (In San Diego, QP37 was evaluated)

1080p sequences

· 1080p sequences (total 18 sequences)

· Vote (appropriate or not)

New test sequences

· Aerial sequence + HDR (D0060 & D0083)

· Just look at the sequences ?

VR related

· New VR sequences (D0026 & D0039)

· Just look at the sequences ?

· Using Oculus + TV

Viewing equipment available at the meeting are as follows.

1 TV (up to 4K@30p)

1 TV (up to 4K@60p)

1 Desktop PC (up to 4K@30p 8 bit)

1 Laptop PC (up to 4K@60p 8 bit)
The AHG recommends:

· To review all related contributions. 

· To perform subjective viewing test as defined in JVET-C1002.

· To perform viewing of new test sequences

· To discuss further actions to select new test materials for JVET activity.
BoG (T. Suzuki) to prepare the JEM vs. HM comparison (selection of test sequences, rate points for subjective viewing) and selection of 1080p sequences. 14:00 Sat. in Yingbin room, to be continued in test room.
JVET-D0005 JVET AHG report: Fast encoding, encoding complexity investigation, and configuration settings (AHG5) [K. Choi, X. Li, H. Huang, T. Ikai, P. Philippe]

At 3rd JVET meeting, Fast encoding, encoding complexity investigation, and configuration settings was established. In order to study encoder configuration settings of JEM3 software and investigate fast methods, several tests have been done. The following contributions were the relevant contribution on the AHG5.

Table I. Related contribution

	JVET number
	Title
	Source

	JVET-D0052
	AHG5:Experiment on JEM default setting
	K. Choi, E. Alshina, C. Kim (Samsung)

	JVET-D0053
	AHG5: Fast encoding setting for JEM
	K. Choi, E. Alshina, C. Kim (Samsung)

	JVET-D0054
	AHG5: Cross-check of JVET-D0077
	K. Choi, E. Alshina, C. Kim (Samsung)

	JVET-D0077
	AHG5: Speed-up for JEM-3.1
	H. Huang,S. Liu, Y.-W. Huang,C.-Y. Chen, S. Lei (MediaTek)

	JVET-D0095
	AHG5: Fast QTBT encoding configuration
	Y. Yamamoto,T. Ikai (Sharp)

	JVET-D0127
	AHG5: Removal of software redundancy for intra mode decision in JEM 3.0
	Y.-J. Chang, P.-H. Lin, C.-L. Lin, C.-C. Lin(ITRI)

	JVET-D0087
	Crosscheck of JVET-D0077 Speed-up for JEM-3.1
	X. Li (Qualcomm)

	JVET-D0169
	Cross-check of testA and testB in JVET-D0095 on fast QTBT encoding configuration
	J. An, X. Chen (HiSilicon)

	JVET-D0156
	Cross-check of JVET-D0127
	K. Choi, E. Alshina, C. Kim (Samsung)


Test result summary of those contributions are shown in the following tables. JEM3.0 and JEM3.1 were used as anchor for the test. To enhance speed-up of encoder, JVET-D0052 and JVET-D0095 exploited proper QTBT settings, and JVET-D0053 changed a condition for early CU determination. JVET-D0077 and JVET-D0127 removed redundancy of calculations for encoding process. JVET-D0127 provided a test result only.
Table II. Test result in RA condition
	Contribution
	Test Sets
	Test results
	Encoding time

	JVET-D0052
	Set1
	 −0.77% / 3.04% / 3.27%
	133%

	
	Set2
	 1.46% / 1.93% / 1.97%
	66%

	
	Set3
	 1.28% / 0.89% / 1.13%
	66%

	
	Set4
	 −0.43% / −1.07% / −0.95%
	105%

	
	Set5
	 1.37% / 5.90% / 6.08%
	63%

	
	Set6
	 1.23% / 4.82% / 5.21%
	63%

	JVET-D0053
	Set1
	0.76% / −0.08% / 0.00%
	77%

	
	Set2
	0.69% / −0.10% / −0.01%
	78%

	
	Set3
	0.20% / −1.00% / −0.79%
	81%

	
	Set4
	0.51% / −1.09% / −0.83%
	77%

	JVET-D0077
	Set1
	 −0.16% / −0.02% / −0.28%
	97%

	
	Set2
	 −0.10% / 0.05% / −0.21%
	95%

	
	Set3
	 0.05% / 0.17% / −0.09%
	91%

	JVET-D0095
	Set1
	 0.27% / 0.18% / −0.19%
	90%

	
	Set2
	 0.54% / 0.39% / 0.41%
	81%

	
	Set3
	 1.46% / 1.93% / 1.97%
	65%


Table II. Test result in AI condition
	Contribution
	Test Sets
	Test results
	Encoding time

	JVET-D0127
	Set1
	0.03% / −0.04% / −0.04%
	91%


Generally, a reduction of encoder run time by 40% is asserted to be of value, if possible without losing much in terms of compression

BoG (K. Choi) to further investigate the different proposals in terms of benefit compression vs. reduction, investigate whether combinations are possible.
JVET-D0006 JVET AHG report: Simplification of decoder-side motion derivation tools (AHG6) [X. Li, E. Alshina]

2 related contributions (D0042 and D0046). D0042 is reducing the memory bandwidth at expense of additional computation, reducing both encoder and decoder runtime of BIO without coding loss, D0046 has one aspect of simplification, but also other aspects of additional complexity of FRUC.

JVET-D0007 JVET AHG Report on JEM Coding of Extended Colour Volume Material [A. Segall, D. Rusanovskyy, S. Lasserre]Formularende
The AHG used the JVET reflector for discussion, and all messages included [AHG7] in the e-mail subject.  A kickoff message for the activity was sent on July 1, 2016, and there were approximately 30 email message exchanged on the topic.

The activity identified 7 HDR sequences that were used in previous MPEG/JCTVC HDR activities and could be available to JVET for testing.  These sequences are:

1. S00_FireEater2Clip4000r1

2. S02_Market3Clip4000r2

3. S12_SunRiseClip4000

4. S05_ShowGirl2TeaserClip4000

5. S08_BalloonFestival  
6. S10_EBU_04_Hurdles
7. S11_EBU_06_Starting

Discussions also progressed in the area of conversion practices and test conditions.  Currently, the discussions suggest interest in at least testing content in a BT.2020, ST 2084 container and with fixed QP points (as opposed to fixed rate points).  However, this previous sentence is just meant to capture the general spirit of the discussion and not to report any consensus.

During the discussion about conversion practices, it was identified that some of the current content used for JVET testing may have been intended to represent content in a broadcast legal range; however, values in that content exceed the legal range.  This topic may need more discussion during the 4th JVET meeting and/or in coordination with any future AHG on test content.

Clarification from discussion: Fixed QP means using constant master QP per frame type, whereas local luma-adaptive QP is used as per JCT-VC best coding practices.
Common test conditions have not yet been set up.

Conversion to BT.2100 container requires more clarification.

Further review in context of EE9.

In the discussion, it was suggested to create something like a CTC document to clarify exact practices for experiments.
JVET-D0008 JVET AHG report: 360 video test conditions (AHG8) [J. Boyce, E. Alshina, G. v. d. Auwera, P. Philippe, Y. Ye]

The AHG used the main jvet reflector, jvet@lists.rwth-aachen.de, with an [AHG8] indication on message headers. There were approximately 35 email messages. 

The availability of two software packages for conversions between projection formats were announced on the reflector, and have been made available to the participants. Features were added to the software packages, based upon requests from AHG participants.

Several different projection formats were discussed, including equirectangular projection (ERP), several variants of cube map projection (CMP), octahedron projection (OHP), icosahedron projection (ISP), Castor panoramic projection (CPP), equal area projection (EAP) and truncated square projection (TSP). Additionally, alternatives were discussed regarding how to properly compare objective quality metrics which used different projection methods, and how the projection conversion process itself impacted quality. Some HM encodings were done and preliminary results made available on the reflector.  Many input contributions to this meeting contain additional experimental results. 

Newly available 360 video content was announced.
There are 30 contributions related to 360 video. Some contributions go beyond the scope of the AHG mandates, but are listed here for completeness.

The AHG recommends to review the relevant input contributions. The AHG also recommends that the following items be worked on during the Chengdu JVET meeting:

· Arrange viewing sessions of 360 video test sequences

· Define initial 360 video test conditions in an output document, including

· Identify initial 360 video test sequence set

· Identify software and configuration to be used for projection conversions

· Select one or more projection formats to be used as input to the encoder

· Select one or more objective quality metrics to be reported

BoG (J. Boyce) to work on the aspects from the recommendations above, plus

· Assess inputs on performance of JEM on 360 content

· Investigate inputs on specific coding tools for this type of content, for getting an initial idea about additional compression performance
JVET-D0009 JVET AHG report: Objective quality metrics (AHG9) [P. Nasiopoulos, M. T. Pourazad]
There is one contribution in this meeting that describes VMAF full-reference objective video quality metric. VMAF utilizes a machine learning approach (SVM) to predict the quality of the impaired video based on the Visual Information Fidelity (VIF) score, Detail Loss Metric (DLM) score, and Temporal Information (TI) measure. The authors propose conducting further evaluation of VMAF in the context of JVET and future video codec development work, as a tool for reporting performance in BD-rate calculation when comparing bitrate savings across codecs, and when comparing tools that may affect subjective video quality.

· JVET-D0082 "VMAF - video quality metric alternative to PSNR", Zhi Li, Andrey Norkin, Anne Aaron (Netflix)

3 Analysis, development and improvement of JEM (1)
JVET-D0135 Closed GOP Support for the Random Access Common Conditions [Y. T. Peng, A. M. Tourapis, Y. Su, D. Singer] [late]

This contribution requests the consideration of using Closed Group of Pictures (GOP) configurations instead of, or at least in addition to, Open GOP configurations for any future experiments within the context of the JVET activity. The necessary modifications to the JEM software for supporting this configuration, while enabling other features such as splicing and finer control of coding parameters, are also presented.
The closed GOP feature helps for constructing parallel encodings.

It was agreed that PSs (VPS, SPS, PPS) should be included at every IRAP by default (but configurable), regardless of whether it’s a closed-GOP or open-GOP IRAP.

If we include the special QP handling aspects, it would be fundamentally important for the user of the software to be able to understand and effectively use them. This would need to be well described in the JEM documentation. These features should be added in a way that doesn’t break usage of current config files that don’t use the feature (not in CTC)

Having a good description and easy configurability is also important for the first aspect (Par sets) as well.

Decision (SW): Adopt

See also JCT-VC report regarding JCTVC-Y0038 and Y0052.

It was discussed whether to add a closed GOP configuration to the common test conditions. This suggestion was not generally supported, since it did not seem like it would provide much more useful information relative to what we are already collecting (although acknowledged that there could be some visual effect).

JVET-D0183 Crosscheck report of JVET-D0135 [J. Kim, S. Liu (??)] [late] 

4 Test material (18)

4.1 New test material proposals (6)
JVET-D0026 New GoPro Test Sequences for Virtual Reality Video Coding [A. Abbas, B. Adsumilli (GoPro)]

See BoG report JVET-D0188
JVET-D0039 AHG8: InterDigital Test Sequences for Virtual Reality Video Coding [E. Asbun, Y. He, Y. He, Y. Ye (InterDigital)]

See BoG report JVET-D0188
JVET-D0060 Aerial photography sequences for video coding standard development [X. Zheng, Z. Cao, F. Wolf (DJI)]

See BoG report JVET-D0194
JVET-D0083 Netflix HDR and SDR test sequences (AHG4 and AHG7 related) [A. Norkin, A. Aaron (Netflix)]

See BoG report JVET-D0194
JVET-D0143 Tampere pole vaulting sequence for virtual reality video coding [S. Schwarz, A. Aminlou, I. D. D. Curcio, M. M. Hannuksela (Nokia), S. Moreshini, F. Da Graca Gama, A. Gotchev (Tampere Univ. of Technology), I. Huttu-Hiltunen, P. Vuorela (Rakka Creative)] [late]

See BoG report JVET-D0188
JVET-D0179 Test Sequences for Virtual Reality Video Coding from LetinVR [W. Sun, R. Guo (??)] [late]
See BoG report JVET-D0188
4.2 Test material evaluation (11)
JVET-D0032 GoPro virtual reality test sequences evaluation report [S. Jeon, N. Kim, D. Q. Khanh, B. Jeon (SKKU) [late]

See BoG report JVET-D0188
JVET-D0036 Evaluation report of 4K test sequences (Campfireparty, CatRobot, DaylightRoad and ToddlerFountain) [O. Nakagami, T. Suzuki (Sony)]

See BoG report JVET-D0194
JVET-D0048 Evaluation results of 4K sequences by JEM2.0/3.0 [K. Kawamura, S. Naito (KDDI)]

See BoG report JVET-D0194
JVET-D0050 AHG4: Evaluation report of new 4K test sequences [K. Choi, E. Alshina, C. Kim (Samsung)]

See BoG report JVET-D0194
JVET-D0051 AHG4: Cross-check of 4k test sequences [K. Choi, E. Alshina, C. Kim (Samsung)]

See BoG report JVET-D0194
JVET-D0076 Rate-points selection and evaluation of 4K test sequence Drums100 [M. Sychev (Huawei)]

See BoG report JVET-D0194
JVET-D0081 AHG4: Report on the new 1080p test sequences [R. Vanam, Y. He, Y. Ye (InterDigital)]

See BoG report JVET-D0194
JVET-D0101 Evaluation report of 1080P Test Sequences from Sharp [T. Hashimoto, Y. Yasugi (Sharp)]

See BoG report JVET-D0194
JVET-D0103 Evaluation report of  test sequence selection for 4K and 1080p sequences [H.-C. Chuang, J. Chen, X. Li, M. Karczewicz (Qualcomm)] [late]

See BoG report JVET-D0194
JVET-D0138 AHG4: Evaluation report of new 1080p test sequences [V. Lorcy (bcom), P. Philippe (Orange), T.Biatek (TDF), G.Herrou (bcom)] [late]

See BoG report JVET-D0194
JVET-D0167 Evaluation report of 1080p test sequences [C.-C. Lin, C.-L. Lin, Y.-H. Ju, Y.-J. Chang (ITRI)] [late]

See BoG report JVET-D0194
JVET-D0180 Evaluation report of Letin VR test sequences [X. Lu, X. Ma, M. Sychev, H. Yang (Huawei)] [late] 
See BoG report JVET-D0188
5 Exploration experiments (47)

5.1 General (1)

JVET-D0010 Exploration Experiments on Coding Tools Report [E. Alshina, J. Boyce, X. Xiu, Y. J. Chang, V. Seregin, H. Kim] 

Table 1. Summary of Exploration Experiments.
	#
	Tests and  sub-tests 
	Document
	Y-BD-rate (Enc/DecTime)
	Cross-check

	1
	Secondary transform (HyGT) and combination of PDPC and NSST 

· HyGT kernel for 4(4 and 8(8 2nd transforms
	JVET-D0120
(Qualcomm)

	AI: −1.1% (ET (0.99, DT (1.00)

RA: −0.6% (ET (1.00, DT (1.00)

	JVET-D0055
Samsung

JVET-D0116
Sony

	
	· Decoupling PDPC and NSST 
	JVET-D0168 (Sharp)
	
	Not needed

	2
	Adaptive primary transform
· 2 new transforms (DST-IV and ID)
	JVET-D0065 (Orange)
	AI: −0.3% (ET (1.01, DT (0.99)

RA: −0.1% (ET (1.01, DT (0.96)
	JVET-D0066 Technicolor
JVET-D0096 Samsung

JVET-D0091
Sony

	
	· Transforms flag is signaled per area
	JVET-D0112


(Qualcomm)
	AI: −0.2% (ET (1.04, DT (0.97)

RA: −0.1% (ET (1.0, DT (1.0)
	

	3
	Generalized bi-prediction (*)
 
	JVET-D0102 (Inter Digital)
	RA: −0.8% (ET(1.70,  DT(1.02)

LD: −0.9% (ET(2.00,  DT(1.00)
	JVET-D0136
Sharp
JVET-D0141
Samsung

	4
	Improved affine motion prediction
	JVET-D0121 (Qualcomm)
	RA: −0.3% (ET (1.06, DT (1.00)

LD: −0.3% (ET (1.11, DT (1.00)

LDP: −0.3%(ET (1.10, DT (1.00)
	JVET-D0057 Samsung

	5
	Improved MV coding (*)
· MV sign info hiding
· MV candidates list modification for bi-pred
· Int-pel and half-pel MV rounding
	JVET-D0062 (Ericsson)
	RA:    −0.4% (ET (1.20, DT (1.0)

LD:    −0.1% (ET (1.28, DT (1.0)

LDP:  −0.1% (ET (1.00, DT (1.0)
	JVET-D0062
Samsung

JVET-D0084
Qualcomm

	
	
	
	
	

	
	· 
	
	
	

	6
	Extended intra prediction reference
· ARTIP (prediction from one of the multiple tiers which is adaptively selected) 
	JVET-D0099
(ITRI)

	Adaptive selection between 4 tiers
AI: −0.9% (ET (2.03, DT (1.03)
RA: −0.6% (ET (1.25, DT (0.99)


	JVET-D0139
InterDigital
JVET-D0106
Sony
JVET-D0137
Sharp
JVET-D0147
Qualcomm

	
	· 
	
	
	

	
	· 
	
	
	

	
	· MLIP (prediction from  multiple tiers) (*)
	JVET-D0149 (Microsoft)
	Prediction from 4 tiers 
AI: −0.3% (ET (2.6, DT (1.0)
RA: −0.0% (ET (1.3, DT (1.0)
	

	7
	Adaptive clipping

· With and w/o prediction for clipping values
· As post-filter only
	JVET-D0033 (Technicolor)

	AI: −0.2% (ET (0.97, DT (1.05)

RA:−0.4% (ET (0.99, DT (1.01)

LD: −0.3% (ET (1.00, DT (0.95)

LDP:−0.4% (ET (0.99, DT (1.00)
	JVET-D0063
Orange
JVET-D0094
Samsung

	8
	Decoder side intra mode derivation
· Different sizes of template for matching (L)
· Restriction of the tool for specific block sizes
	JVET-D0097 (InterDigital)

	AI: −0.8% (ET (1.64, DT (1.21)

RA: −0.5% (ET (1.15, DT (1.01)


	JVET-DXXXX
Qualcomm
JVET-D0059
Samsung
JVET-D0041
Huawei
JVET-DXXXX
Sharp
JVET-D0130
ITRI

	9
	Adaptive Scaling for Extended Colour Volume Material (**)

	JVET-D0118
Qualcomm
JVET-D0124
Sharp
 
	
	


Comments:

.(*) still partial results only are available (Oct. 12), to be up-dated
(**) Since EE9 was JEM3.1 (not JEM3.0) based and test materials for EE9 need to be defined by AhG7 only preliminary results are available for EE9 and it was decided not to request cross-check for those test at this stage, considering EE9 results for information only.
5.2 EE1: Secondary Transforms (5)
5.2.1 Primary (4)
From summary report JVET-D0010:
This experiment is targeting exploration following modification of secondary transforms proposed in 3 contributions:

· New secondary transform kernel, so-called Hypercubic Givens transform (HyGT) as a replacement of the current JEM secondary transforms. This includes:
· new 4(4 secondary transforms;
· new 8(8 secondary transforms;
· Secondary transform is not applied to LM chroma mode and secondary transform index is not signaled.

· 2 or 4 secondary transform candidates are used

· Decoupling PDPC and NSST by removing the bit-stream restriction currently precluding enabling NSST and PDPC at the same time.

Questions recommended to be answered during EE tests. 

[Q]: What is the performance effect of 4(4 HyGT vs existing JEM secondary transforms?
[A]: 0.0%(AI) / 0.0% (RA) (EE1-T1), similar performance for Chroma.
[Q]: What is the memory usage for storage of 4(4 HyGT compared to existing JEM secondary transforms?
[A]: Existing JEM secondary transforms (all are 4(4 ) require 10368  bytes. HyGT 4(4 implemented using 8264 bytes.  Please note JEM 2nd transforms are implemented as matrix multiplication, HyGT is series of permutations and Given’s rotations (so memory size is smaller).
[Q]: What is the performance effect from replacement of 4(4 HyGT by 8(8 HyGT in large blocks?
[A]: 1.1%(AI) / 0.6% (RA) (EE1-T1), similar gain is observed for Chroma.
[Q]:What is the memory usage for storage of 8(8 HyGT compared 4(4 HyGT?

[A]: HyGT 8(8 implemented using 85680 bytes

Conclusion from EE1 report: replacement of existing secondary transform design by combination of 4(4 HyGT for small blocks and 8(8 HyGT for larger blocks provides 1.1% (AI ) and 0.6% (RA) gain w/o noticeable run-time increment. Memory usage for secondary transform matrices storage increases from 10368  bytes (in JEM3.0) up to 93944 bytes.
From JVET discussion:

Can HyGT also be implemented as matrix multiply, or can current transform be implemented as butterfly or similar?
The replacement of existing 4x4 transform is not interesting, as the advantage may be implementation specific, and no compression gain is achieved. The 8x8 case gives interesting gain, without increase of encoder/decoder runtime.

Using the same transform for 4x4 and 8x8 is more consistent in the design and shares code.

It was also commented that reducing memory usage should be further studied.

Decision: Adopt D0120 for both 4x4 and 8x8 secondary transform.

JVET-D0120 EE1: Improvements on non-separable secondary transform [X. Zhao, A. Said, V. Seregin, M. Karczewicz, J. Chen (Qualcomm)]

This contribution reports the results of Exploration Experiment (EE) 1 Test 1 - 3 related to Non-Separable Secondary transform (NSST) based on Hyper-Givens transform (HyGT). As compared to JEM-3.0, with proposed method, the overall BD-rate gain for luma component is 1.1% and 0.6% for All Intra (AI), Random Access (RA) configurations, respectively, with no encoder or decoder run-time increase.
JVET-D0055 EE1: Cross-check of EE1 (Improved non-separable secondary transform) [K. Choi, E. Alshina, C. Kim (Samsung)]

JVET-D0116 EE1: Cross check report of EE1 Test#2 [T. Tsukuba, O. Nakagami (Sony)]

JVET-D0168 EE1: NSST-PDPC Harmonization [S.-H. Kim, M. Kiran, A. Segall (Sharp)] [late]

This contribution provides information on EE1 investigation on independent application of non-separable secondary transform (NSST) and position dependent intra prediction coding (PDPC). Note, the current JEM3.0 has separate coding tree between luma and chroma for intra slices; and dependent application of NSST based on PDPC flag exists only for the luma component. It is reported that decoupling PDPC and NSST for luma provides 0.15% luma BD bit rate saving while having increment of encoding time by 60%.  

It is reported that, regarding PDPC/NSST combination, due to the QTBT adoption of last meeting, the issue was resolved, no further action necessary.
5.2.2 Related (1)
JVET-D0056 EE1-related: NSST with reduced table size [K. Choi, E. Alshina, C. Kim (Samsung)]

In this contribution, it is proposed to use reduced table for EE1 related NSST. In the previous meeting, EE1 was established to evaluate new design of NSST. The key change was to use Hyper-Given Transform and additional NSST size based on 8x8 block. The coding performance of new NSST design shows 1% improvement of coding performance in AI with no increase of en/decoding time. Nevertheless, the increased table size for NSST might be burden to implementation of decoder. In this contribution, it is proposed to use the reduced table size for NSST about 1/3 size of table of NSST in EE1 by merging intra mode context. 
Further study recommended. In the current stage of development, small-scale tweaking of complexity is not of high importance. It is also pointed out that using a separable transform might even be better reduction in compexity.
JVET-D0181 Cross-check of JVET-D0056 NSST with reduced table size [X. Zhao, V. Seregin, A. Said (Qualcomm)] [late] 

5.3 EE2: Adaptive Primary Transform (6)
5.3.1 Primary (4)
From summary report JVET-D0010:
This experiment is targeting to the exploration of following modification of Adaptive multiple core transforms suggested:
· Two additional core-transforms kernels:

· DST-IV (which is similar to DST-VII but has a fast algorithm);

· ID (no transform, but not TS as it can be selected separately per direction).

· Adaptive Multiple Transforms flag signaling per area, size of which can be configured and sent in slice header.

Questions recommended to be answered during EE tests. 

[Q]: What would happen when just replacing DST-VII by DST-IV in current configuration?
[A]: EE2-T1 gives an answer in case of AI configuration: 0.1% Luma gain is observed if DST-VII is replaced by DST-IV for Intra (for Inter DST-VII still used). 
[Q]: What is the logic of the mapping between intra prediction mode, transform size and transform kernel (is it possible to make it symmetric)?
[A]: It is symmetrical in EE test. 
 [Q]: What is the performance impact of block-size dependency?

[A]: Difference between EE2-T4 and EE2-T5 gives an answer. W/o block size dependency gain is 0.1%(AI)/0.1%(RA). With block size dependency gain is 0.3%(AI)/0.1%(RA).
Additional report is given that 1.3% BR reduction is observed in class F (not included in the average results above)
The switching of the transform is implicit from the intra prediction direction, therefore no increase of encoder runtime, some additional mapping table.
Conclusion from EE summary: addition of 2 primary transform to the set of adaptive transforms of JEM3.0 provides 0.3% (AI) and 0.1% (RA) gain w/o noticeable run-time increment. Memory usage for primary transform matrices storage increases from 54585bytes (in JEM3.0) up to 61405bytes.*
*based on discussion among EE mail list subscribers.
From JVET discussion:

Rather small gain, whereas the two additional transforms make the design and description more complicated and require additional tables.

No action.
JVET-D0065 EE2: Adaptive Primary Transform improvement [P. Philippe, V. Lorcy (bcom), T. Biatek (TDF), X. Zhao]

This contribution, part of EE2, proposes changes to the Adaptive Primary Transforms. This proposal is an update of JVET-C0022 and proposes 2 additional transform kernels: the DST-IV and the ID transform. These transforms have both existing fast implementations.

In this Exploration Experiment contribution, the questions raised during the third JVET meeting are answered and the initial proposal is modified accordingly and provides respectively −0.27% and −0.09% Y-BDRate improvement for AI and RA configuration, respectively. 

JVET-D0066 EE2: Test1 - cross check of Adaptive primary transform [F. Galpin, P. Bordes (Technicolor)]

JVET-D0091 EE2: Cross check report of EE2 Test#2 and #6 [T. Tsukuba, O. Nakagami (Sony)] [late]

JVET-D0096 EE2: Cross-check for new adaptive primary transform w/o block size dependency (test 4) and symmetrical (Test 5) [E. Alshina (Samsung)]

JVET-D0112 EE2: Grouped signalling for transform [V. Seregin, X. Zhao, A. Said, M. Karczewicz (Qualcomm)]

The selection of transform is signalled for a group of blocks, the size of the group is signalled at the slice level. BR reduction is 0.2% for AI, 0.1% for RA. Additional decisions necessary at encoder.

No action.
5.3.2 Related (2)
JVET-D0155 EE2 related: On transform coefficients precision [E. Alshina (Samsung)] [late] 

Precision of transform coefficient tables is reduced from 10 bits to 8 bits, with marginal impact on compression (+/- 0%). Already implemented in software as macro, but also requires changes of text. 
It is asked whether this is also true for low QP (same numbers that were used in HEVC transform testing). No further report about this was made, recommend further study, not of high priority.
5.4 EE3: Generalized Bi-Prediction (3)
5.4.1 Primary (3)
From summary report JVET-D0010:
This experiment is targeting to the exploration of generalized bi-prediction (GBi) technology. GBi relaxes the restriction that weights used for bi-prediction should be 1/2.  It allows bi-prediction weights to be signaled at the block level for bi-predicted blocks:

P[x] = (1 - w)[image: image6.png]


P0[x + v0] + w[image: image8.png]


P1[x + v1].

The candidate set of weights in the GBi mode comprises 7 weights in total (including 0.5 which corresponds to the conventional bi-prediction mode). These weights are arranged from the lowest to the highest in the candidate set,  W={−1/4, 1/4, 3/8, 1/2, 5/8, 3/4, 5/4}. The binarization of syntax element for the weigh depends on mvd_l1_zero_flag. The combination with Local Illumination Compensation and BIO and the advanced temporal prediction techniques in JEM is provided. Adjustment to BIO is likely needed.

Questions recommended to be answered during EE tests. 

[Q]: What is the meaning of the negative weight in bi-prediction?
[A]: Difference between EE3-T3 and EE3-T2 gives an answer about performance impact of negative weights in generalized bi-prediction. In LD, coding gain almost doubles when negative weight is used. Performance impact is about 0.1% (RA) and 0.4% (LD).
[Q]: How does gain grow with additional new weights (one-by-one)? 
[A]: Sequence of tests EE3-T1, EE3-T2 and EE3-T3 gives an answer. For RA 0.6% (add 1 pair of weights)  (  0.7% (add 2 pairs of weights) (  0.8% (add 3 pairs of weights). For LD, 0.4% (add 1 pair of weights) ( 0.5% (add 2 pairs of weights) ( 0.9% (add 3 pairs of weights).

[Q]: Is it possible to reduce encoder complexity by using fewer weights or restricting some of those at encoder side?
[A]: Encoder run time in original contribution (3 additional pairs of weights) was (3.2, in EE version Enc. run time is (1.7.
Conclusion from EE summary: Adding 1 pair of weights for bi-prediction 0.6% (RA) gain and increases Enc. run time by roughly 20%. Next additional pairs of weights increases gain roughly by 0.1% with 20% Enc. run time increment.  Negative weight almost doubles the coding gain (from 0.5% to 0.9%) in LD, where each additional pair of weights increases encoder run time by approx. 30%.

From JVET discussion:

Some gain, but 20% (RA) or 30% (LD) encoder runtime increase does not make it attractive. No action.
JVET-D0102 EE3: Generalized bi-prediction [C.-C. Chen, X. Xiu, Y. He, Y. Ye (InterDigital)]

In the 3rd JVET meeting, the Exploration Experiment 3 was established in JVET-C1011 to study the generalized bi-prediction (GBi) technique and report its coding performance on top of the JEM-3.0 software platform. GBi is an inter prediction mode that allows bi-prediction weights to be signalled at the leaf node of the quadtree plus binary tree structure and applied to each sample in bi-prediction. This contribution is based on JVET-C0047 (i.e. the original proposal of GBi) to evaluate the coding performance of GBi under three different settings for its weights: Test 1 with {3/8,1/2, 5/8}, Test 2 with {1/4, 3/8, 1/2, 5/8, 3/4} and Test 3 with {−1/4, 1/4, 3/8, 1/2, 5/8, 3/4, 5/4}. The coding results of each test shown in the following are reported relative to the JEM-3.0 anchor, where the metrics in use are based on average Y BD-rate reduction, encoding time and decoding time.

(Test 1) Random Access: 0.6%, Low Delay B: 0.4%, Encoding Time: 126%, Decoding Time: 99%;

(Test 2) Random Access: 0.7%, Low Delay B: 0.5%, Encoding Time: 154%, Decoding Time: 99%;

(Test 3) Random Access: 0.8%, Low Delay B: 0.9%, Encoding Time: 186%, Decoding Time: 99%.
JVET-D0136 EE3.1: Cross-check of JVET-D0102 [T. Ikai (Sharp)] [late]

JVET-D0141 EE3: Cross-check of generalized bi-prediction (tests 2,3) [A. Alshin (Samsung)] [late]

5.4.2 Related (0)
5.5 EE4: Improved Affine Motion Prediction (2)
5.5.1 Primary (2)
From summary report JVET-D0010:
The 6-parameter affine motion model is used in addition to the existing 4-parameter affine motion model. Switching is made at CU level (equivalent with PU). Order of candidates in affine merge mode has been modified in original proposal but discarded during this EE.

Questions recommended to be answered during EE tests. 

[Q]: What if we just replace 4-parameters affine model by 6-parameters model? 
[A]: There is no performance improvement.

[Q]: What is the impact of change the order of candidates in affine merge? 
[A]: There is no performance improvement.

[Q]: What is the performance of proposed affine MC changes on affine motion friendly content (with zooming and so on)?

[A]: ????????.
Conclusion from EE summary: Affine merge candidates’ modification is not useful. Gain can be achieved only by adaptive selection between 4-parameters and 6-parameters Affine MC on CU level. It provides 0.3%(RA)/ 0.3%(LD)/ 0.3%(LDP) gain with ~ 6% (RA) and ~10% (LD) increment of Enc. run time.
From JVET discussion:

crosscheckers report 9% encoding runtime in RA, and 16% in LD

Some gain, but encoder runtime increase does not make it attractive. No action.
JVET-D0121 EE4: Improved affine motion prediction [F. Zou, J. Chen, M. Karczewicz, X. Li, H.-C. Chuang, W.-J. Chien (Qualcomm)]

This document presents the results of EE4: improved affine motion prediction. In this test, 6-parameter affine motion model is used in addition to the existing 4-parameter affine motion model. Simulation results show that the proposed scheme achieves 0.3%, 0.3%, and 0.3% BD rate reduction, respectively for random access, low delay and low delay P configurations on top of JEM3.0.
JVET-D0057 EE4: Cross-check of improved affine motion prediction [S. Jeong, K. Choi, E. Alshina, C. Kim (Samsung)]

5.5.2 Related (0)
5.6 EE5: Improved MV Coding (3)
5.6.1 Primary (3)
From summary report JVET-D0010:
This experiment is targeting to the exploration of following changes proposed for motion vector coding improvement:

· Derive the sign of one of the motion vector component from other coded information (magnitude of components and ref pic index)
· Allow one of the motion vectors in bi-prediction to be used as predictor for the other, 
· Use new rounding criteria for full-pixel motion vectors that depends on the mvp index selected
Questions recommended to be answered during EE tests. 

[Q]: What is performance gain of each modifications separately in QTBT framework?
[A]: EE5-T1, T2 and T3 give an answer.  
· MV sign information hiding gain is 0.1%(RA)/ 0.1%(LD)/ 0.1%(LDP) with around 2% increment of Enc. run time (due to the fact that more candidates are investigated when the criterion is not met)
· MV prediction candidates list up-date  is 0.3%(RA) with around 6% increment of Enc. run time

· Full and half pel candidate rounding gain is 0.0%(RA)/ 0.0%(LD)/ 0.0%(LDP) gain with around 5% increment of Enc. run time.
[Q]: Motion vector hiding should be modified for QTBT (since there will be no PU any more).
[A]: Done.
Conclusion from EE summary: Whole package of 3 modifications provides 0.4%(RA)/ 0.1%(LD)/ 0.1%(LDP) gain with around 20% increment of Enc. run time (note: that is more than expected from numbers above).
From JVET discussion:

Even though the second aspect seems to give relatively (minor) better tradeoff of gain vs. complexity than some other EE proposals, the approach introduces some irregularity in motion search and still does not provide significant gain, while increasing encoder runtime. No action.
JVET-D0062 EE5: Improved MV coding [J. Samuelsson, P. Wennersten, R. Yu (Ericsson)]

This contribution reports the results of Exploration Experiment (EE) 5 “Improved MV coding”. Three different motion vector (MV) coding tools are tested on top of JEM 3.0. The first tool derives one of the signs of the motion vector differences from other coded information, the second tool allows one of the motion vectors in bi-prediction to be used as predictor for the other, and the third tool uses a different rounding for the second motion vector predictor (MVP) when full-pixel motion vector difference (MVD) resolution is enabled. The BD-rate luma gains for random access (RA), low delay B (LB), and low delay P (LP) configurations are reported as follows:

[EE5.1 First tool only]: RA: −0.10% LB: −0.09% LP: −0.09%

[EE5.2 Second tool only]: RA: −0.27% LB: −0.00% LP: −0.00%

[EE5.3 Third tool only]: RA: −0.04% LB: −0.04% LP: −0.04%

[EE5.4 Three tools combined]: RA: −0.45% LB: −0.14% LP: −0.13%
JVET-D0058 EE5: Cross-check of motion vector coding optimizations [S. Jeong, K. Choi, E. Alshina, C. Kim (Samsung)]

JVET-D0084 EE5: Cross-check of motion vector coding optimizations [S. Lee, W.-J. Chien (Qualcomm)]

5.6.2 Related 0)
5.7 EE6: Extended Intra Prediction Reference (11)
5.7.1 Primary (9)
From summary report JVET-D0010:
This experiment is targeting to the exploration of extended Intra prediction references to multiple lines, in single line increments, in the following ways:

· Reference tiers are additional lines/columns from non-boundary samples of reference blocks. These may be used instead of the boundary samples. 

· Not only the nearest reference line but also further reference lines are utilized in intra prediction. The prediction generated from further reference line will compete with the prediction generated from the nearest reference line in order to choose the best prediction for each block. When further reference line is used, a residue compensation procedure is introduced to further refine the prediction.

Questions recommended to be answered during EE tests. 

[Q]: What is the performance of proposed technologies compared to the JEM with the same encoder complexity (full search of 67 Intra prediction modes, for example)?

[A]: EE6-T7 and T8 were designed to give an answer. It is observed that the coding gains out of the farther reference tiers (T2) and the encoder modification of the better encoder (T7) are additive. The coding gain of the combined T2 + T7 (T8) is 0.9% as compared with the better encoder (JEM with more modes, T7), the same as that of T2 as compared with JEM 3.0.
[Q]: Which N (number of lines) (in JVET-C0043) provides the best tradeoff between performance and complexity? 
[A]: EE6-T1, T2 and supplementary test in JVET-D0099 give an answer. According to the results, N = 4 gives a better trade-off on the performance. 

· 2 additional lines 0.7% (AI) gain with (1.8 Enc. run time increment
· 3 additional lines 0.9% (AI) gain with (2.0 Enc. run time increment
[Q]: What are the benefits of residual compensation?

[A]: Difference between EE6-T5 and T3 gives an answer. Residual compensation provides 0.2%(AI) gain.
Conclusion from EE summary: 0.9% gain in (AI) test with (2.0 increment of Enc. run time could be achieved by adaptive selection from 4 tiers.
From JVET discussion:

The supplemental test from D0099 reports 0.8% gain with 1.7 Enc. run time increase for AI, and 0.5% with 1.17 encoder runtime for RA.

In D0131, report is given on further encoder optimization which gives 0.5% for AI with 1.24 enc. runtime, and 0.4% for RA with 1.06 enc. runtime. Cross-check on this is not existing yet.

Overall, these results seem to be different operation points on a more or less continuous rate-distortion vs. complexity graph, and with similar tradeoff as other proposals. Furthermore, there is some impact on the complexity as well at the decoder, as the different tiers have to be accessed. 
No action.

It is also pointed out that test 7 from the EE gives about 0.4% with 1.7 enc. runtime increase for AI with encoder-only changes.
JVET-D0099 EE6: Arbitrary Reference Tier for Intra Directional Modes, with Supplementary Results [Y.-J. Chang, P.-H. Lin, C.-L. Lin, C.-C. Lin (ITRI)]

This contribution reports the results of Test 1, Test 2, Test 7 and Test 8 in Exploration Experiment (EE) 6, which conducts various experiments of the arbitrary reference tier (ART) in intra directional modes on top of JEM 3.0. Test 1 and Test 2 evaluate the performance of ART when 3 and 4 reference tiers are respectively allowed for intra directional modes. Test 7 evaluates the performance of better JEM 3.0 encoder, which uses a similar number of intra RD checks to that for Test 2 (4 reference tiers). Test 8 integrates Test 2 and Test 7 to evaluate the additional improvement on top of Test 7. Note that Test 1 and Test 2 skip the NSST when the third or fourth reference tier is chosen for an intra directional mode. In a supplementary experiment on top of Test 2, not only the third and fourth reference tiers-based intra CUs but second reference tier-based intra CUs skip the NSST. Compared with JEM 3.0 anchor, the average Y-BD-rates for various tests in all intra (AI) and random access (RA) common test conditions are reported as follows: 

AI: −0.74% for Test 1, −0.94% for Test 2, −0.39% for Test 7, −1.23% for Test 8, and −0.83% for Test S (supplementary).

RA: −0.46% for Test 1, −0.57% for Test 2, −0.22% for Test 7, −0.76% for Test 8, and −0.52% for Test S.

Compared with Test 7 anchor (better JEM 3.0), the average Y-BD-rates for Test 8 are −0.85% and −0.54% in AI and RA common test conditions, respectively. 

JVET-D0149 EE6: Multiple line-based intra prediction [J. Li (Peking Univ.), B. Li, J. Xu (Microsoft Corp.), R. Xiong (Peking Univ.)] [late]

The multiple line-based intra prediction scheme has been proposed in JVET-C0071. This document provides the test results of EE 6 experiments (extended intra prediction reference).
JVET-D0106 EE6: Cross check report of EE6 Test#2 and #4 [M. Ikeda, O. Nakagami (Sony)] [late]

JVET-D0137 EE6.1: Cross-check of JVET-D0099 [T. Ikai (Sharp)] [late]

JVET-D0139 EE6: Cross-check of extended intra prediction reference in JVET-C0043 (Test 8) [R. Vanam, Y. He (InterDigital)] [late]

JVET-D0144 EE6: Cross-check report of EE6.5 and EE6.6 [S. Cho, S.-C. Lim (??)][late]

JVET-D0145 EE6: Cross-check report of ITRI's supplementary results on JVET-D0099 [S. Cho, S.-C. Lim, J. Kang (??)] [late]

JVET-D0147 Cross-check of JVET-D0099 test #7 [V. Seregin (Qualcomm)] [late]

JVET-D0163 EE6.3: Cross-check of JVET-D0149 [T. Ikai (Sharp)] [late]

5.7.2 Related (2)
JVET-D0131 Suggested Software for Multiple Reference Tiers with Better Trade-off [Y.-J. Chang, P.-H. Lin, C.-L. Lin (ITRI), J. Li, B. Li, J. Xu (Microsoft)] [late]

In 3rd JVET meeting, the EE6 was established to test two types of methods of multiple reference tiers for intra prediction modes in JEM3.0. The respective EE6 software for both methods had been released to the EE participants. This contribution further suggests a combined software which integrates the techniques from both EE6 software, e.g. EE6.2 and EE6.4. It is observed that the proposed suggested software provides a better performance trade-off than both EE6.2 and EE6.4 in terms of coding gain and coding complexity. 

JVET-D0164 EE6 related: Cross-check of JVET-D0131 Suggested Software for Multiple Reference Tiers in EE6 [T. Ikai (Sharp)] [late]

5.8 EE7: Adaptive Clipping (4)
5.8.1 Primary (3)
From summary report JVET-D0010:
This experiment is targeting to the exploration of modification of clipping process with signaled values. The clipping bounds are determined from the original signal characteristics and encoded in the slice-header using prediction reference frame clipping bounds (in non-Intra pictures). Residuals smoothing for clipped samples is applied (encoder only modification).

Questions recommended to be answered during EE tests. 
[Q]: What would be the visual quality impact from proposed clipping modification?
[A]: Demo in a meeting place is required.
[Q]: What would be an effect of proposed clipping modification as post processing, not in the loop (which could be done by SEI)?
[A]: EE7-T3 gives an answer: 0.1%(AI)/ 0.3%(RA)/ 0.2%(LD)/ 0.2%(LDP) gain from post-filter can be achieved.
Conclusion from EE summary: 0.4% gain in (RA) w/o Enc. run time increment could be achieved.
From JVET discussion:

The min and max values are signalled per component at slice level. From the EE results, there is some small benefit when clipping is performed within the loop (0.1% difference). 

One disadvantage of the slice header approach is the impact on delay or necessity of multi-pass encoding.

The EE7 proposal is asserted to be beneficial for obtaining gain achievable by clipping, without concluding that this would be a viable solution to be used in a final standard.

Decision: Adopt D0033, simple version with explicit signalling of clipping values for the three components in the slice header, no prediction, no variable length coding. Additional signalling of the bit depth of the clipping values in SPS. Syntax was presented later and agreed (see v4 of D0033).
JVET-D0033 EE7: Adaptive Clipping in JEM3.0 [F. Galpin, P. Bordes, F. Leleannec, E. François (Technicolor)]

This contribution reports results of EE7 on Adaptive Clipping, tested using several configurations in the JEM3.0. EE7 investigates usage of a modified samples clipping with signaled values. Clipping bounds are determined from the original signal characteristics and encoded in the slice-header possibly using prediction reference frame clipping bounds (in Inter pictures). Residuals smoothing for clipped samples is optionally applied (encoder only modification). Three tests have been made. Test1 uses in-loop adaptive clipping, with clipping bounds coded in the slice header without prediction. Test2 uses in-loop adaptive clipping, with clipping bounds coded in the slice header with prediction. Test2b applies on a smoothing to the prediction residual, while Test2a does not. Test3 uses out-of-loop clipping. It is reported that the best results are obtained with Test2b, with 0.19% (AI), 0.41% (RA), 0.33% (LDB), 0.40% (LDP) BD-rate luma gains, with a negligible runtime impact. 

JVET-D0063 EE7: cross check of adaptive clipping [P. Philippe (Orange), V. Lorcy (bcom), T. Biatek (TDF)]

JVET-D0094 EE7: Cross-check for adaptive clipping signalled w/o prediction (tests 1) and adaptive clipping as post-filter (test 3). [E. Alshina (Samsung)]

5.8.2 Related (1)
JVET-D0109 Adaptive CTU based clipping [S.-H. Kim, J. Zhao, M. Kiran, A. Segall (Sharp)]

Seems to have some benefit over the slice-based clipping, but does not give additional compression benefit; could be considered at later stage of standardization.
5.9 EE8: Decoder-side Intra Mode Derivation (7)
5.9.1 Primary (5)
From summary report JVET-D0010:
This experiment is targeting to the exploration of decoder-side intra mode derivation (DIMD) approach. The DIMD derives the intra prediction mode and so reduces the overhead of intra mode signaling. Further, because no mode signaling is needed in DIMD, intra prediction can be performed at higher granularity than in JEM. A one-line wide reference is used to determine the best direction for predicting an L-shaped template which has a width of 2 or 4 samples, depending on block size. The usage of DIMD is signaled by an additional flag.
Questions recommended to be answered during EE tests. 
[Q]: What is the best tradeoff complexity vs. compression benefit?
[A]: EE8-T1,2,3,4 designed to answer this question. The proponents consider T3  (0.8% AI gain and 1.4x Enc time and 1.1x Dec time) to be the best option.

[Q]: Is it possible to restrict this technology and not use in small blocks? 
[A]: Comparison between EE8-T4 and T3 gives an answer. Restriction of this tool for blocks smaller than 64 samples reduces gain in AI test  0.8% ( 0.5%.
[Q]: Is it possible to restrict the number of search candidates further?
[A]: Additional testing results are provide in JVET-D0097 to answer this question, which reduces the number of search candidates in the worst case from 19 to 11. The gain in AI is reduced from 0.8% ( 0.5%. 

[Q]: Is it possible to remove parsing dependencies (shall not rely on reconstructed samples)? 
[A]: JVET-D0098 provides solution to remove the parsing dependency of DIMD which reduces the gain in AI from 0.8% ( 0.7%.

[Q]: How this tool can be aligned with QTBT; if it is intended to still retain two different ways of treating for larger and smaller blocks (as currently for 2Nx2N and NxN)?
[A]: Tool was tests on top of QTBT framework.
[Q]: The comparison against anchor with similar encoder complexity (using other than the fast search for intra mode) was requested (and also identify if decoder-side derivation still gives similar gains when the encoder would check more modes).
[A]: The comparison between T8 and T7 gives the answer, which shows that most of the coding gains from DIMD can be preserved when compared to the encoder-only option with comparable complexity (0.7% AI gain).

Conclusion from EE summary: 0.8% (AI) / 0.5% (RA) gain with (1.6 Enc. run time increment (AI) and 20% Dec. run time increment could be achieved. For RA, enc. run time increase x1.15, no noticeable decoder runtime increase.
From JVET discussion:

Encoder runtime increases because the usefulness of decoder side derivation has to be checked and signalled. Method from EE not applicable due to parsing dependency issue.

JVET-D0097 EE8: Decoder-side intra mode derivation [X. Xiu, Y. He, Y. Ye (InterDigital)]

This contribution reports the results of Exploration Experiment (EE) 8, which integrates decoder-side intra mode derivation (DIMD) on top of HM16.6-JEM-3.0. The DIMD approach derives the intra prediction mode and reduces the overhead of intra mode signaling. Further, because no mode signaling is needed in DIMD, intra prediction can be performed at higher granularity than in JEM. One flag is signaled for each quad-tree plus binary tree (QTBT) leaf node to indicate the usage of DIMD. It is reported that compared to HM16.6-JEM-3.0 anchor, the proposed method achieves on average 0.78% and 0.48% BD-rate savings for AI and RA configurations.
JVET-D0041 EE8: Cross-check of decoder-side intra mode derivation (JVET-C0061) [Alexey Filippov, Vasily Rufitskiy (Huawei)] [late]

JVET-D0059 EE8: Cross-check of decoder-side intra mode derivation [B. Jin, E. Alshina, C. Kim (Samsung)] [late]

JVET-D0130 EE8: Cross-check of decoder-side intra mode derivation (Test 7) [P.-H. Lin, Y.-J. Chang, C.-C. Lin, C.-L. Lin (ITRI)] [late]

JVET-D0153 EE8: Cross-check of decoder-side intra mode derivation (Test 5) [J. Zhao, S.H. Kim (Sharp)] [late] 

5.9.2 Related (2)
JVET-D0098 EE8-related: Decoupling decoder-side intra mode derivation from entropy decoding [X. Xiu, Y. He, Y. Ye (InterDigital)] [late]

(initial version was rejected as “placeholder” doc, valid upload was 6 hrs. late)
Method investigated in EE has the problem of parsing dependency. D0098 is claimed to resolve that. This gives 0.7% (AI) / xx% (RA) with x1.5 Enc. runtime and 10% Dec. runtime increase (AI). RA results not finished yet; cross-check not yet available.

From initial discussion: After availability of full results; proponents should make the code available to other cross-checkers from the EE, to judge whether it requires more investigation in a new round or could be just considered a simple update of the known technology.

Follow-up: RA results were not yet available on Thursday. It is confirmed by crosscheckers that the parsing dependency is solved. However, the tradeoff between encoder/decoder runtime and performance is still not yet attractive with the modification.
No action.
JVET-D0165 Cross-check of JVET-D0098 Decoupling decoder-side intra mode derivation from entropy decoding [Alexey Filippov, Vasily Rufitskiy, Haitao Yang (Huawei)] [late] 

5.10 EE9: Adaptive Scaling for Extended Colour Volume (2)
5.10.1 Primary (2)
From summary report JVET-D0010:
This experiment studies an alternative to the residual scaling proposed in JVET-B0054. The motivation in JVET-B0054 is to remove the overhead of delta QP that is signaled by the encoder to compensate for the reshaping of quantization noise as a function of brightness in next generation containers such as ST 2084. 
Questions recommended to be answered during EE tests. 
[Q]: What is performance of JVET-C0066, JVET-C0095 and JVET-C0102 using the content and test conditions provided by the AhG 7 on JEM coding of extended colour material with:

· Results reported with the weighted BD-Rate and BD-PSNR metrics, where the weighting corresponds to the target luma-to-QP mapping function. 

· Results reported with BD-Rate and BD-PSNR for the tPNSRY and deltaE metrics, where the metrics are computed from linear RGB

· Results reported for visual quality assessment

[A]: Only partial data available.
[Q]: What is the benefit of combining different aspects of the JVET-C0066, JVET-C0095 and JVET-C0102? 
[A]: Not answered yet.
Conclusion from EE summary: Test procedure should be agreed first. AhG7 is discussing testing procedure.
BoG (A. Segall): Review EE results, and agree conversion method and test procedure
See further discussion under JVET-D0192: Both proposals to be further investigated in new EE6
JVET-D0118 EE9: On adaptive scaling for extended colour volume materials [D. Rusanovskyy, D. Sansli, A.K. Ramasubramonian, J. Sole, M. Karczewicz (Qualcomm)]

Discussed in BoG D0192 (chaired by A. Segall)
This contribution reports preliminary results on adaptive scaling proposed in JVET-C0066 for coding of video with extended colour volumes, e.g. video in ST 2084/BT.2020 representation. The method was integrated to the JEM3.1 codebase and tested for selected HDR test sequences available for JVET development. Proposed algorithm was compared against the reference design in JVET-B0054 which was also ported to JEM3.1 and results are reported with BD-Rate for the tPNSRY and deltaE metrics. 

It is proposed to AhG7 to formulate the Common Test Conditions for EE9 and continue study of the available in EE9 technologies in the next meeting cycle.
Presented preliminary results.  Proposes to use tPSNR, deltaE metrics, as well as visual evaluation.  

Proponent recommends continuing study within AhG and/or EE.

JVET-D0124 EE9/AHG7: On De-quantization and Scaling for Extended Colour Volume Materials [J. Zhao, S.-H. Kim, K. Misra, A. Segall (Sharp)] [late]

Discussed in BoG D0192 (chaired by A. Segall)
This contribution provides information relevant to the EE9 and AHG7 activities on Extended Colour Volume material.  Specifically, the document considers three topics:  First, it reports on the potential anchor configuration that was released as part of the EE9 activities.  Second, it describes a generalization of the weighted PSNR calculation that was proposed in JVET-C0095, with the asserted benefit of being applicable to testing scenarios.  Third, it provides updated results for the de-quantization and scaling methods.  The results show that the proposed method has a weighted BD-Rate gain of approximately 1.47% and 1.83% compared to explicit signaling of the delta QP.  It is proposed to study these issues in continued AHG and EE activities.
Three topics addressed. 

First, potential improvement of the anchors relatively to the candidate software of EE9 where the QP is a function (more precisely a LUT) of the luminance at a CTU level, using the DeltaQP syntax to signal it in the stream. The proposal is to change granularity from CTU level to a lower level. Tests have shown that the best trade-off is obtained by depth=1 for the extra granularity. 

Second, a new weighted PSNR is introduced by weighting each pixel by a weight that depends on the deltaQP. The chroma weight is taken the same as the luma weight. 

Third, new results are presented by 

· not using the deltaQP syntax anymore

· adding the weight (associated to the new PSNR metric) in the RDO of the encoder that chooses the block splitting. 

Gains of about 1.5% are observed using the new weighted metric, compared to the anchor using the deltaQP syntax. 

It is proposed to further explore the new metric in relevant future EE/AhG’s.
5.10.2 Related (0)
6 Non-EE Technology proposals (74)

6.1 Transforms and coefficient coding (6)
JVET-D0070 Adaptive Transform Sets for Inter Coding [T. Biatek (TDF), P. Philippe (Orange), V. Lorcy (bcom)]

Discussed Sunday 1400 (GJS & JRO)

This contribution proposes a method to adjust the number of transforms needed in a CTU in an adaptive way. For each CTU, an indicator is encoded to signal which transform set is used. Two transform sets configurations are proposed to illustrate the relevance of the proposed method. The first configuration enables the encoder to switch between sets of respectively 1, 3, 5 or 9 transforms. The second one enables the encoder to switch between 2 transform sets of 1 or 9 transforms. The proposed design is limited to inter-coded slices and consequently does not impact the All-Intra coding mode.

The performance of the proposed design configurations have been assessed under the JVET Common Test Conditions and it is asserted that they respectively provide −0.73%(RA)/−0.82%(LDB)/−0.76%(LDP) and −0.42%(RA)/−0.46(LDB)/−0.41%(LDP) of coding performance improvement compared to the JEM-3.0.

Presentation deck to be uploaded.

Intra and inter currently use 5 transforms.

The case of 9 transforms includes DST-4 and identity transform from EE4.

High encoding time increase due to multiple encoding with all different transform set options

First configuration (with 1,3,5,9 transforms) up to 3x encoding time, second configuration (with 1 or 9 transforms) ca. 1.5x encoding time.
Q: What about intra? The proponent reports that in case of intra switching between different transforms does not give advantage.
It was noted that the encoding time is substantially higher with the proposal – to an extent that seems excessive (3× encoding time for 0.8% BDR benefit in RA). The group discussed potentially putting this in an EE, but there was insufficient interest due to the excessive encoding time increase.

Further study encouraged, with the current approach the tradeoff between compression performance and encoding complexity is not attractive.
No interest expressed by other experts to start an EE at this meeting, but it could become attractive with significantly reduced encoding time. 
JVET-D0175 Cross-check of JVET-D0070 Adaptive Transform Sets for Inter Coding [X. Zhao (Qualcomm)] [late] 

JVET-D0085 Row-Column Transforms for Video Compression [A. Vosoughi, O. G. Guleryuz, B. Li, M. Salehifar (??)]

Discussed Sunday 1430 (GJS & JRO)

A two-dimensional linear transform structure termed a “Row-Column Transform” (RCT) is presented. Row-Column Transforms are non-separable transforms but have computational complexity similar to separable transforms. Having fewer structural constraints then separable transforms, RCTs may better approximate general non-separable transforms compared to separable transforms at similar computational complexity levels. In particular general transforms like Karhunen-Loeve Transforms and Sparse Orthonormal Transforms that are the typical targets of separable transform designs may be better approximated with RCTs. Definition and properties of RCTs are provided together with some example designs.
Presentation deck to be uploaded?

Contribution noted for information.

The design is probably more complex than a separable transform, not in number of computations, but the additional loading of transform matrix coefficients and permutation are adding irregularity and are costly in terms of memory bandwidth. Compared to a general non-separable transform, less computations are required..
JVET-D0126 Improvements on AMT for inter prediction residuals [X. Zhao, V. Seregin, M. Karczewicz (Qualcomm)]

Discussed Sunday 1445 (GJS & JRO)

This contribution is related to the Advanced Multiple Transform (AMT) method for inter prediction residuals in JEM-3.0. For 4-pt, 8-pt and 16-pt transforms, it is proposed to replace the current AMT transform cores, i.e., DST-7 and DCT-8, with separable KLTs. As compared to JEM-3.0, with the proposed method, the overall BD-rate gain for luma component is 0.12%, 0.35% and 0.34% for Random Access (RA), Low Delay B (LDB) and Low Delay P (LDP) configurations, respectively.
Presentation deck to be uploaded?

Relative low gain, not justifying to add more transform kernels.

No interest by other experts.
JVET-D0031 Residual Coefficient Sign Prediction [F. Henry, G. Clare (Orange)]

Discussed Sunday 1500 (GJS & JRO)

This contribution proposes a method of prediction for the signs of luma residual coefficients.  A number of signs per TU can be predicted, limited by a configuration parameter and the number of coefficients present.  When predicting n signs in a TU, the encoder and decoder perform n+1 partial inverse transformations and 2n border reconstructions corresponding to the 2n sign combination hypotheses, with a border-cost measure for each.  These costs are examined to determine sign prediction values, and the encoder transmits a sign residual for each predicted sign indicating whether the prediction for that sign is correct or not using two additional CABAC contexts.  The decoder reads these sign residuals and later uses them during reconstruction to determine the correct signs to apply after making its own predictions.

It is asserted that this method of sign prediction, when predicting up to 4 signs per TU, brings Y gain improvements of −0.5%(ai), −0.6%(ra), −0.5%(ld), −0.5%(lp), with associated complexity measures of 145%, 123%, 118%, 124% encoder, and 142%, 103%, 105%, 109% decoder.
(fix negative reported gains)

Decoder needs to have the reconstructed coefficients available before parsing the signs.

A participant indicated that JCTVC-A115 had a somewhat similar proposal.

Some interest expressed to further investigate this, but encoder and decoder complexity should be further reduced.

Further investigation in EE.
JVET-D0129 Cross-check of JVET-D0031 Residual Coefficient Sign Prediction [X. Zhao (Qualcomm)] [late]

6.2 Motion compensation and vector coding (13)
6.2.1 Decoder-side estimation methods (6)
JVET-D0029 Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching [X. Chen, J. An, J. Zheng (HiSilicon)]

Discussed Sunday 1530 (GJS & JRO)

A decoder-side motion vector refinement algorithm is proposed. The algorithm is based on bilateral template matching and aims to reduce the bit-rate of motion vector by refining the motion vectors at decoder side. Compared to JEM3.0, an average bit-rate savings of 2.7% with 20% encoding time increase and 45% decoding time increase is achieved under a tools-off configuration and around 0.5% BD-rate gain with 3% encoding time increase and 1% decoding time increase is achieved under common test condition.
Presentation deck to be uploaded.

Good tradeoff, relative small complexity increase
Investigate in EE, also clarifying the relation with the other two decoder-side ME tools (BIO and FRUC), why does it give additional gain (or what is missing in the other two) – try to find a harmonized solution.
JVET-D0132 Cross-check of JVET-D0029 Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching [Y. Yasugi, T. Ikai (Sharp)] [late]

JVET-D0154 Crosscheck of JVET-D0029 Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching [X. Li (Qualcomm)] [late] 

JVET-D0042 AHG6: On BIO memory bandwidth [A.Alshin, E.Alshina (Samsung)]

Discussed Sunday 1600 (GJS & JRO)

This contribution analyzes memory access needed for BIO compared to HEVC motion compensation, suggests small modification which equalizes memory access for BIO and HEVC motion compensation from view point of the memory bandwidth. Suggested simplification of BIO doesn’t lead to the performance degradation but reduces Enc. run time by 13% and Dec. run time by 18% in RA configuration.
Memory bandwidth reduction and encode & decode time reduction without effect on coding efficiency.

Current BIO needs to access +2 rows/columns of samples beyond boundary outside the current block, which is costly particularly for sub-PU partitioning. The proposed solution avoids this, with negligible impact on compression. This leads to reduction of encoding and decoding time. No cross-check performed so far.
Valuable complexity reduction, but requires more investigation by independent parties

Include in EE.
JVET-D0046 High precision FRUC with additional candidates [A. Robert, F. Le Léannec, T. Poirier (Technicolor)]
Discussed Sunday 1615 (GJS & JRO)

This contribution proposes a High precision FRUC tool with additional candidates. The FRUC list of candidates is enriched with AMVP motion vector predictors when dealing with AMVP mode, and with motion vectors of spatial neighbors. The best candidate refinement is then performed through the finest precision for motion vectors. Using these changes, average coding gains of 0.2% (luma and chroma) are reported in RA configuration compared to the unchanged JEM-3.0. It is reported that in LB configuration, average coding gains go through 0.51% (luma and 0.65% chroma), and in LP configuration, through 0.75%. The encoding time modification is reportedly negligible except in LB configuration where an increase of 10% is reported. Decoding time is reported to be increased by 5%.First modification is simplification, reduction of encoding time by 2% without loss in compression

Second modification (high precision MV refinement) no gain, slight increase of encoding/decoding time

Third modification (adding candidates) gives gain, but increases encoder/decoder runtimes further

All three together provide rate saving 0.2%/0.5%/0.8% for RA/LD/LDP, increase of decoder runtime 5%.
Include in EE.
JVET-D0088 Crosscheck of JVET-D0046 High precision FRUC with additional candidates [X. Li (Qualcomm)] [late]

6.2.2 MV coding (7)
JVET-D0107 Partition-adaptive merge candidate derivation [S. Iwamura, K. Iguchi, A. Ichigaya (NHK)]

Discussed Sunday 1630 (GJS & JRO)

In this contribution, partition-adaptive merge candidate derivation is proposed. When a CU is divided into sub-CUs, and if SKIP mode is applied to all the sub-CUs, motion vectors of all the sub-CUs might not be identical since the parent CU with SKIP mode would be selected by encoder decision. Under this assumption, this proposal modifies merge candidate derivation of the last sub-CU when SKIP mode is applied to all the sub-CUs. The experimental results show 0.1% BD-rate reduction on average without any encoding/decoding time increment over JEM3.1. Additionally, the proposed algorithm is also implemented on top of Nokia exploration test model (NEXT) and it is confirmed that same tendency in terms of BD-rate reduction can be observed.
v3 upload empty

Presentation deck to be uploaded?

· Proposal 1: 
The first merge candidate is excluded from the merge candidate list of the current CU.

· Proposal 2:

The first merge candidate is moved to the last of the merge candidate list of the current CU.

Results for P1 not finished yet. P2 without Tango.

Some additional decisions would be necessary in merge cand list construction.

The effect is quite small and inconsistent over different test sequences and classes. No action was taken.
.
JVET-D0123 Enhanced Motion Vector Difference Coding [J. Chen, W.-J. Chien, N. Hu, V. Seregin, M. Karczewicz, X. Li (Qualcomm)]

Discussed Sunday 1700 (GJS & JRO)

This contribution describes modifications to Motion Vector Difference signaling. The proposed method includes two aspects: a) 4-pel accuracy for MVD signaling (in addition to ¼ pel and integer-pel MVD accuracy); b) switchable binarization and enhanced context model selection. The document also investigates the impact of large search range since the current search range (64 luma samples) are too small for 4K resolution with a GOP size equal to 16. In addition, an encoder only change, more accurate motion information bit estimation during ME stage, is proposed. Simulation results show that, for Random Access configuration, the enlarged search range and encoder-only more accurate motion information bit estimation bring around 1.01% luma BD rate saving. Together with the modified MVD coding, around 1.55% luma BD rate saving is obtained.

The gain is mainly in class A2 (4%) and there mainly for 2 sequences with large motion.

Better bit rate estimation gives approx. 0.1-0.2% gain without increased encoder runtime

Encoder runtime increase approx. 5% with encoder only change (increased search range)

It is reported that the gain by increasing the search range with HM provides less gain, and has more increase in runtime.

HM/JEM encoder settings should be harmonized 
Decision (SW): Adopt encoder-only changes
Decision (CTC): Max motion range 256 for RA configuration

Further normative changes are proposed: Switching MV precision at CU level ¼, full and four-pel; modify binarization and context modelling for the different precisions. All this together gives another 0.5% bit rate reduction and increases encoder runtime by another 10%.

Investigate normative aspects in EE, in particular answering how much the different elements are giving.
General comment on HM comparison:

· It was commented that the search range issue could be considered for the HM

· HM lambda/QP handling is a bit different between JCT-VC CTC and JVET CTC

It was suggested to try to harmonize these.

Agreed: Use 256 search for RA only (all picture resolutions).

JVET-D0140 Cross check report of Enhanced Motion Vector Difference Coding (JVET-D0123) [O. Nakagami (Sony)] [late]

JVET-D0128 Improved Affine Motion Vector Coding [Y.-W. Chen, W.-J. Chien, J. Chen, M. Karczewicz (Qualcomm)]

This contribution proposes three changes to affine motion vector coding in JEM 3.0. The changes are as follows: a), the motion vectors prediction between List0 and List1 is enabled for the control points of affine block in bi-prediction; b), affine motion from the neighbor block is extrapolated to be used as the affine motion vector predictors (MVPs) of current block; c), allow non-zero MVD for List1 affine MV even when mvd_l1_zero_flag is equal to 1. The integration of proposed changes on top of JEM-3.0 have reportedly shown the 0.3% Y BD-rates reduction under random access (RA) common test conditions (CTC). The coding gain can reach 1.00%, 0.50% and 1.39% Y BD-rate reductions for 4K sequences CatRobot, DaylightRoad and Rollercoaster, respectively. 
Encoder time increases by 4%, decoder 2%. Some rate points not available yet, therefore the results above are preliminary.

Proponents suggest to investigate combination with method from EE3. 

Proponents are encouraged to investigate such combination, and bring results by the next meeting, including results with affine-friendly sequences (as had also been requested in EE, but not answered so far).
JVET-D0151 On Affine Motion Vectors [J. Zhao, S. H. Kim, A. Segall (Sharp)] [late]

This input contribution proposes a harmonization between affine motion compensation and other sub-CU methods.  It is reported that the JEM 3.0 implementation of affine motion compensation may vary the sub-CU block size used for affine motion compensation and that this may have the benefit of reducing complexity for some implementations.  However, the contribution asserts that the complexity optimization has two disadvantages:  First, the approach requires sub-CU motion vectors to be re-calculated for OBMC.  Second, the design does not allow for sharing motion compensation logic with other sub-CU modes.  In the contribution, it is proposed to modify the affine motion vector calculation process to harmonize the method with other sub-CU approaches also preserving the benefit of enabling reduced complexity implementation. Cross-check is currently done by Samsung but not finished yet.
It was commented that such a “harmonization” seems desirable in spirit. Side activity to check this: Proponents should make the code available to original contributors of affine MC (Huawei) and OBMC (Qualcomm), to confirm that the implementation of the harmonization is correct.

It is reported back by the original proponents of affine MC that the harmonization points in the right direction, but the role of corner points is not exactly retained in affine motion. Another expert expresses the opinion that in general affine MC should be using the same MC processes as other MC.

Further study in AHG (extend mandates of existing AHG for decoder-side). 
JVET-D0189 Cross-check of On Affine Motion Vectors ( JVET-D0151 ) [A. Alshin, S. Jeong, E. Alshina, C. Kim] [late]

6.3 Intra prediction and coding (18)
All contributions in this category discussed Mon 1800-2030 (chaired by JRO and GJS)
6.3.1 Intra prediction (6)
JVET-D0045 Reference Line Generation For Intra Prediction [Q. Yao, K. Kawamura, S. Naito (KDDI)]

In HEVC and JEM3.0, for a coding unit, only the closest reference line in neighboring blocks is adopted for intra prediction. This contribution proposes to generate another reference line using multiple lines the neighboring blocks. The selection of the newly generated reference line or the closest reference line depends on the rate-distortion cost, and a flag is added to signal the result of reference line selection at CU level. Furthermore, initial value of the CABAC model for coding the flag is also modified. The contribution is simulated on top of JEM 3.0 only for Luma component, and the averaged 0.29% BD reduction is achieved in the condition of All-Intra with averaged 75% complexity increase in encoder side. There is no complexity increase in decoder side.
Another reference line is generated by averaging samples from several adjacent block lines. The usage of samples also depends on directional mode.

Overall gain 0.3% with 75% encoding time increase.
Further study recommended to reduce the encoder complexity.
JVET-D0170 Cross check report of Reference Line Generation For Intra Prediction (JVET-D0045) [O. Nakagami (Sony)] [late] 

JVET-D0110 Enhanced Cross-component Linear Model Intra-prediction [K. Zhang, J. Chen, L. Zhang, M. Karczewicz (Qualcomm)]

This contribution presents alternative cross-component linear model (CCLM) intra-prediction methods for the chroma components coding. First, a multi-model LM (MMLM) approach is proposed to apply more than one linear models in a coding unit. Second, a multi-filter LM (MFLM) method is proposed, where the encoder can choose the optimal down-sampling filter to map a chroma sample and its corresponding luma samples in the linear model. Third, a combined LM-Angular prediction (LAP) mode is proposed, in which the average of the angular prediction and the MMLM prediction is used as final prediction. Simulation results reportedly show 0.4%, 3.6% and 3.6% BD rate savings on Y, Cb and Cr components respectively for All Intra (AI) configuration with 103% encoding time in average, and 0.3%, 3.1%, 3.0% BD rate savings on Y, Cb and Cr components respectively for Random Access (RA) configuration with 102% encoding time in average.

New elements:

- Multiple linear models, samples are grouped in two sets 

- 4 additional LM modes (“multi filter”, where filter is used prior to feeding samples into the model)
- average of angular and LM mode

Gain 0.4% luma AI, 3.6for chroma

RA 0.3% luma, 3 for chroma

Encoder/decoder runtime increases 3% for AI, less for RA

Major gain is reportedly contributed by the first element.

Investigate in EE. Report about the contribution to gain, and the complexity of the three different elements of the proposal.

Question is raised whether it is a problem that the number of samples in the two linear models may not be a number of two.

JVET-D0190 Cross-check of Enhanced Cross-component Linear Model Intra-prediction (JVET-D0110) [B. Li, J. Xu (Microsoft)] [late]
JVET-D0122 Unification of parameter derivation for CCLM and LIC [N. Hu, J. Chen, V. Seregin, M. Karczewicz (Qualcomm)]

In this proposal, a unification of parameter derivation for linear models in cross-component linear model (CCLM) prediction and local illumination compensation (LIC), and adjustments related to LIC in bi-prediction and overlapped block motion compensation (OBMC) are proposed. Compared to JEM-3.0, under common test condition, it is reported that the unification shows 0.0%, 0.0%, 0.0% and 0.0% luma BD-rate impact in AI, RA, LDB and LDP cases. The overall impact of combining the unification and adjustments is 0.1%, 0.1% and 0.0% luma BD-rate reduction in RA, LDB and LDP cases.

First element is plain unification of CCLM and LIC
Second element: Make OBMC dependent on LIC flag (same or not)

Third element: Adjust bi prediction when LIC enabled

All together give 0.1% rate reduction

No clear benefit. The unification is deemed not be important at this stage of the project, and introducing interdependencies of various tools may not be desirable in studying them.
JVET-D0152 Cross-check of JVET-D0122 Unification of parameter derivation for CCLM and LIC [J. Zhao, S. H. Kim (Sharp)] [late]
6.3.2 Intra mode coding (8)
JVET-D0043 Chroma intra prediction [J. Heo, H. Jang, S. Yoo, J. Lim (LGE)]

Chroma intra prediction selects one of six candidate modes: four conventional modes (Planar, Vertical, Horizontal and DC) and two special modes (Intra_DM and Intra_LM). Intra_DM uses exactly the same mode as that of luma components. However, Intra_DM is inefficient in QTBT structure since luma and chroma block structures can be split into different shape. Therefore, this contribution proposed an efficient chroma intra prediction method for QTBT. The proposed method provides 0.3% and 0.3% chroma BD-rate reduction and 0.1% and 0.2% chroma BD-rate reduction over JEM-3.1 for AI and RA case respectively without encoding and decoding time increase.
Proposed: Additional chroma intra modes from left and above neighbours. Gain is 0.3% in chroma for AI, 0.1-0.2% in RA.
No significant gain, while two more modes are introduced.
JVET-D0172 Crosscheck of JVET-D0043 Chroma intra prediction [S.-H. Kim (Sharp)] [late]

JVET-D0111 Multiple Direct Modes for chroma intra coding [L. Zhang, W.-J. Chien, J. Chen, X. Zhao, M. Karczewicz (Qualcomm)]

This contribution presents a Multiple Direct Modes (MDM) method for chroma intra coding. In MDM, a chroma block could select one of the modes from an intra prediction mode list. The list consists of cross-component linear model mode, multiple intra prediction modes derived from co-located luma coding blocks, and chroma prediction modes from spatial neighboring blocks. Simulation results reportedly show that under all intra configuration, the proposed method brings 0.2% and 0.9% bitrate savings for luma and chroma components, respectively, with almost the same encoding and decoding time. 
The proposal adds modes from 5 co-located sub-blocks, and applies MPM list construction from luma to chroma
requires additional storage of neighboured chroma blocks

luma BR reduction 0.2% in AI, approx. 1.4% for chroma. In RA, no luma gain, approx. 0.7% for chroma.

Investigate in EE
JVET-D0150 Cross-check of JVET-D0111 Multiple Direct Modes for chroma intra coding [J. Ye, S. Liu (MediaTek)] [late] 
JVET-D0113 Variable number of intra modes [V. Seregin, X. Zhao, M. Karczewicz (Qualcomm)]

In this contribution, it is proposed to increase number of intra modes from 67 to 131 for blocks larger than 16x16, which improves prediction accuracy for large blocks. At the same time it is proposed to decrease number of intra modes for 4x4 blocks, which reduces the mode signalling for small block sizes. Those two thresholds indicating the number of intra modes are signaled in SPS. Simulation results reportedly show 0.17% luma BD rate reduction for all intra configuration on average.
 First motivation is to increase number of modes to 131

Then, it is proposed to signal in SPS how many modes are used for which block sizes. In effect, the encoder complexity stays the same.
Optimum settings of max block sizes are dependent on resolution.

Reduces bitrate by 0.2%.

Decoder logic becomes more complicated, parsing becomes dependent on block size. Without that, loss would occur.

Doubling number of prediction modes and introducing the block size dependency in decoding is undesirable compared to relative low gain.
It is commented that complexity is not only reflected by run time, but also by irregularity that is introduced in decoding.

No action.
JVET-D0158 Cross-check of JVET-D0113 [F. Le Léannec, T. Poirier, F. Racape (Technicolor)] [late]

JVET-D0114 Block shape dependent intra mode coding [V. Seregin, W.-J. Chien, M. Karczewicz, N. Hu (Qualcomm)]

This proposal presents extension to 7 most probable modes, intra mode coding considering block shape, and secondary most probable mode list. Simulation results reportedly show that proposed methods provide 0.19% BD rate saving for luma in all intra configuration on average.
The proposal makes the MPM construction dependent on block shape: Hor/Ver/Square, e.g. mapping vertical modes to horizontal indices, 1 additional context.

Gain is approx. 0.2%, 0.1% in RA.

A comment is made that it should be avoided to make too specific changes for small improvements like this.

No action.
JVET-D0159 Cross-Check of JVET-D0114 [T. Poirier, F. Le Léannec, F. Racape (Technicolor)] [late] 

6.3.3 Other (4)
JVET-D0115 Combined results of intra methods [V. Seregin, X. Zhao, W.-J. Chien, N. Hu, K. Zhang, L. Zhang, J. Chen, M. Karczewicz, V. Thirumalai (Qualcomm)]

This contribution reports combined result of the following proposed intra related methods: variable number of intra modes, modified intra mode coding, 6-tap intra interpolation filters, and extensions for LM and DM chroma modes. Simulation results reportedly show 1.22% luma BD rate saving for All Intra configuration on average.
Combination of 110, 111, 113, 114, 119, plus using filter for planar mode (same as currently for DC)
Luma reduction in AI/RA is 1.2/0.5%, Enc time increase in AI/RA is 9%/4%. Without 110, enc time increase is 1%, 0.8% rate reduction in AI.

JVET-D0185 Cross-check of JVET-D0115 without LM improvements [J. Samuelsson, P. Hermansson (Ericsson)] [late]
JVET-D0161 Cross-Check of JVET-D0115 [F. Racape, T. Poirier, F. Le Léannec (Technicolor)] [late]

JVET-D0119 Six tap intra interpolation filter [X. Zhao, V. Seregin, M. Karczewicz (Qualcomm)]

This contribution proposes to use a 6-tap filter to replace the current 4-tap Cubic filter with no conditional check on reference samples availability, also the nearest rounding used for intra reference mapping is replaced by 4-tap filter. Reportedly, overall BD-rate gain of proposed methods for luma component is 0.2% under All Intra configuration.
replace 4-tap cubic filter by 6-tap filters. Also removing availability check
Overall gain is 0.2% in AI, 0.1% in RA, no gain in class A. It is concluded by the proponent that the cubic filter is mainly used in small blocks, mainly for smaller resolution classes.

The removal of the availability check gives approx. half of the gain (0.07%).

No support expressed by other experts. No action.

JVET-D0160 Cross-Check of JVET-D0119 [F. Racape, T. Poirier, F. Le Léannec (Technicolor)] [late]

6.4 QTBT improvements and other partitioning schemes (8)
All contributions in this category discussed Tue 0830-0945 (chaired by JRO and GJS)
6.4.1 QTBT improvements (4)

JVET-D0025 Encoder Bug Fixes of Quantization in QTBT [X. Li, J. Chen, H.-C. Chuang, M. Karczewicz (Qualcomm)]

In this proposal, encoder bugs related to quantization module in QTBT are reported. A patch of fixes is also provided as attachment. It is reported that the fixes provide 0.60%, 0.78% and 0.83% luma BD-rate reduction over JEM-3.0 for RA, LD-B and LD-P cases without encoding time increase.   
First, scaling list is not properly initialized for 128×128 transform. Second, error scale coefficients are not properly initialized for 2M×2N blocks when ((M+N)&0x01)≠0. Consequently, encoder sometimes makes incorrect rate-distortion decisions, which degrades overall coding performance. To address the issues, a patch of bug fixes is attached to this proposal.
Decision (SW): Adopt.

JVET-D0086 Cross-check of JVET-D0025 Encoder Bug Fixes of Quantization in QTBT [J. Ye, S. Liu (MediaTek)] [late]

JVET-D0049 Suggested fix on QTBT [S. Yoo, J. Heo, J. Lim (LGE)] [late]

(initial version was rejected as “placeholder” doc)
In this proposal, we discuss a chroma QTBT coding structure for I slice. In the current JEM software, a mismatch was found between the algorithm description and the JEM software for minimum chroma QT size and maximum chroma BT size. Therefore, this contribution proposes a software fix on the chroma QTBT coding structure. Experimental results are shown that −0.07% (Y), −3.69% (U), −3.25% (V) for AI, −0.02% (Y), −1.33% (U), −0.85% (V) for RA, −0.01% (Y), −0.74% (U), −0.80% (V) for LD, and −0.04% (Y), −0.76% (U), −0.83% (V) for LDP configuration.
The contribution reports that a deviation exists between QTBT parameter settings in JEM3 description (which reflects the recommendation of BoG in last meeting) and the software. However, the software contributors and coordinators report that actually the software follows the description, but the parameters of the configuration file and macros are internally re-interpreted such that this is the case (block sizes measured in luma units). Nevertheless, the proposed configuration changes gives benefit in terms of improving chroma coding, and does not have impact on the encoder/decoder run time.

Decision (SW/Ed): Align the syntax/semantics between JEM and software to avoid confusion (to be implemented appropriately by SW coordinators).
The increase of chroma BT size is beneficial as suggested in this contribution, however D0064 shows that by even increasing it further gives more gain. There is no clear evidence that the change of minimum chroma QT size would give additional benefit.
JVET-D0146 Cross-check of JVET-D0049 [K. Choi, E. Alshina, C. Kim (Samsung)] [late]

6.4.2 Other partitioning schemes (4)

JVET-D0064 Asymmetric Coding Units in QTBT [F. Le Léannec, T. Poirier, F. Urban (Technicolor)]

This contribution proposes a so-called Asymmetric CU coding tool on top of the Quad-Tree plus Binary Tree (QTBT) technology. The set of Binary Tree (BT) split modes of QTBT is extended, to support asymmetric binary splitting of a coding unit. As in QTBT, exactly one transform block and one prediction block is associated to each coding block.

Each coding stage (BT split signaling, prediction, transform, entropy coding, de-blocking filter) is adapted to new rectangular block sizes introduced in the JEM-3.0. These sizes correspond to a CU width or height multiple of 3, resulting from the division of a CU into 2 sub-CU with respective size ¼ and ¾ the size of the parent CU. In practice, this leads to a CU width or height potentially equal to 12 or 24.

To activate the Asymmetric CU tool in Chroma components, the MaxBTSizeISliceC parameter is set to 64, instead of 16 in the test3 QTBT configuration chosen in 3rd JVET meeting. Around 6.5% average bitrate reduction in Chroma reportedly results from this modified MaxBTSizeISliceC, without any coding time increase.

For the asymmetric CU proposed tool, average coding gains of 1.54% in Luma and around 8% in Chroma are reported, compared to the unchanged JEM-3.0, with 400% encoding runtime ratio. The decoding runtime impact is reported to be negligible. A faster version of the proposed tool is proposed with reported 1.16% gain in Luma, around 7.5% in Chroma, and 217% coding time ratio. Compared to the (JEM-3.0 + MaxBTSizeISliceC=64) configuration, 1.44% and 1.06% coding gains in Luma are reported, respectively with the slow and fast configurations of proposed tool.

Finally, it is suggested that the Asymmetric CU tool is integrated into a dedicated EE, to be further investigated in JVET.

Increase of max BT size for chroma gives relevant gain (approx 6% chroma rate reduction) and increases encoder run time only by 2% for AI configuration. For RA, the gain is probably lower but also no noticeable runtine increase would be expected (no results available for that)

Decision (CTC): Adopt the change of QTBT MaxBTSizeISliceC to 64 (corresponding to 32 chroma samples).

The asymmetric partitioning provides interesting additional gain, but encoder run time is increased in an unacceptable way in the current contribution. However, several experts expressed interest that this direction should further be investigated and there seems to be potential to further optimize encoder decisions.

Further study recommended, in particular implementation for other configurations than AI and reduction of encoder runtime.

JVET-D0148 Cross-check of JVET-D0064 [V. Seregin (Qualcomm)] [late]

JVET-D0173 Cross-check of JVET-D0064 (Table 4) [X. Chen, J. An (HiSilicon)] [late]
JVET-D0117 Multi-Type-Tree [X. Li, H.-C. Chuang, J. Chen, M. Karczewicz, L. Zhang, X. Zhao, A. Said (Qualcomm)]

In this contribution, a multi-type-tree structure is proposed. In addition to quad-tree and binary-tree, triple-tree partitioning is employed to capture objects in the center of blocks. It is reported that 3.18% average luma BD-rate reduction is achieved over JEM-3.1 in the case of random access configuration.

Slide deck to be uploaded.
In case of triple tree, sizes are ¼, ½, ¼ such that transform size is power of 2

Encoder runtime is increased by 2x.
Low delay results not finished yet.

This contribution (as well as D0064) shows that there could be high potential for further improvements in compression performance by more flexible partitioning

Further study recommended, in particular regarding encoder run time.
6.5 Loop filters (8)
All contributions in this category discussed Tue 0945-1045 (chaired by JRO and GJS)
JVET-D0044 Parallel deblocking filter for QTBT [H. Jang, J. Nam, J. Lim (LGE)]

In the current JEM, deblocking filter is applied to block boundaries even if the block has 4xN or Nx4 sizes in QTBT. In these cases, already filtered pixels can affect filtering decision of consecutive block boundary. In addition, adjacent boundaries cannot be processed in parallel. This contribution proposes   to support the parallelization on QTBT. The proposed method shows −0.1%, 0.0%, 0.1% and 0.1% BD-rate reduction for All intra, Random-Access, Low-delay B and Low-delay P configurations respectively. Encoder and decoder run-time increase was not observed also.
It is proposed to disable deblocking for blocks that are smaller than 8 in horizontal (then disabling vertical boundary deblocking) or vertical (then disabling horizontal boundary deblocking) direction.

The results indicate that this does not have impact on objective performance, but subjective quality was not tested.

Parallel implementation is not beneficial for JEM software, and optimizations like this could only become relevant in a later stage of standardization.

No action.
JVET-D0080 Cross-check of JVET-D0044 Parallel deblocking filter for QTBT [H. Huang, S. Liu (MediaTek)] [late]

JVET-D0047 Extended deblocking-filter decision for large block boundary [K. Kawamura, S. Naito (KDDI)]

This contribution proposes an extension of both deblocking filter decision and process for large block boundary, which is revised version from the JVET-C0049. In HEVC, both large transform block and prediction block were introduced. When a large block is used for a smooth area where luma value is little varying and/or gradation, blocking artifact becomes much visible on low bitrate. For improving the visual quality, this contribution proposes an extension of edge filtering decision and process only for a boundary of large blocks. Compared with the previous proposal, the proposed method is harmonized with the QTBT structure in JEM3.0 while it includes additional decision criteria.
Slide deck to be uploaded.
Number of filtered pixels for large blocks (>=16) is increased from 6 to 14.

The method has BD rate loss of 0.2% on average.

Unclear if it gives subjective benefit, but at the current meeting there is no possibility for viewing at this topic.

No interest by other experts.

JVET-D0069 Bilateral filter after inverse transform [J. Ström, P. Wennersten, Y. Wang, K. Andersson, J. Samuelsson (Ericsson)]

This contribution presents a bilateral filter operation, suggested to be performed on decoded sample values directly after the inverse transform. The proposed bilateral filter is a five-tap filter in the shape of a plus sign. The strength of the filter is based only on the TU size and QP. No additional parameters are determined during encoding and no new syntax elements are proposed except for flag at slice-, PPS- or SPS-level for turning on or off the filter. It is reported that the overall BD-rate improvement for JVET sequences is 0.5% for AI. Preliminary results reported indicate that the overall BD-rate improvement for JVET sequences is 0.50% Y for RA. A complexity increase of about +9% / +7% is reportedly estimated for encoder/decoder for AI and about 4%/3% is estimated for encoder/decoder for RA. It is proposed to create an exploration experiment to study the bilateral filter in detail until the next JVET meeting.
Filter strength is dependent on QP

LUT operation makes complexity manageable

RA results not ready yet, but expected to be similar

Investigate in EE.

It was asked whether it would be better to perform the filtering not in the intra prediction loop, but rather before deblocking. Proponents reported that such configuration was tested but had somewhat lower coding gain.  However, the current block-wise interleaving of processing with intra prediction might be undesirable. Therefore, such an alternative configuration should also be investigated in the EE.
JVET-D0184 Crosscheck of JVET-D0069 Bilateral filter after inverse transform [L. Zhang (Qualcomm)] [late]
JVET-D0108 Improvement of chroma deblocking filter [S.-H. Kim, J. Zhao, M. Kiran, A. Segall (Sharp)]

This contribution proposes two changes to the chroma deblocking filter.  As a first change, it is proposed to enable three filter strengths within the chroma deblocking operation.  This is the same as what is done in the luma design of both JEM 3.0 and HEVC.  As a second change, it is proposed to adapt the filter selection process to be based on CU size.  It is asserted that these changes improve the visual quality of the JEM 3.0 deblocking process on colorful sequences, as well as sequences with chaotic motion.  Moreover, it is reported that visual evaluation of the changes do not show a degradation for other content types.  The BD rate change of the proposed method is asserted to be negligible.
From the results shown in the contribution (on sequence Campfire), it appears that the method gives mainly benefit in dark areas with chaotic motion, however in other parts significant blocking is still seen.

Unclear if it gives subjective benefit overall, but at the current meeting there is no possibility for viewing at this topic.

Further study recommended.

JVET-D0171 Cross-check of JVET-D0108 Improvement of chroma deblocking filter [P.-H. Lin, Y.-J. Chang, C.-C. Lin, C.-L. Lin (ITRI)] [late]

JVET-D0133 Peak Sample Adaptive Offset [M. Karczewicz, L. Zhang, J. Chen, W.-J. Chien (Qualcomm)]

This contribution presents an in-loop filtering method, named Peak Sample Adaptive Offset (SAO). Similar to the SAO adopted in HEVC, in Peak SAO, each pixel may be modified by adding an offset. A Pixels is first classified into one of three categories. The pixel is then applied with an offset based on both category and pixel difference with its neighbors. Simulation results reportedly show that under all intra and random access configurations, the proposed method brings 0.2% bitrate savings with almost the same encoding running time.
The new method is applied prior to SAO (where it is reported it was found to be better than applying it afterwards). The classification is based on difference between the sample and its neighbors. Decoding time in AI is increased by 11% (RA 2%).
Impact on subjective quality? It is reported that some ringing artifacts have been removed.

Could it replace the edge offset in SAO?

Further investigate in EE (same as bilateral filter D0069). This EE should also conduct and report subjective evaluation.
6.6 Study of 360 video projection formats (27)
All contributions of this section were reviewed in BoG D0188 (chaired by J. Boyce), unless indicated otherwise.
6.6.1 Conversion tools (5)
JVET-D0021 AHG8: InterDigital's projection format conversion tool [Y. He, B. Vishwanath, Y. Ye (InterDigital)]
At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. One of the mandates of the AHG8 is to “study software tools for conversion and rendering of 360 video content, and make it available to JVET as appropriate”.

This document describes a 360 video projection format conversion tool that InterDigital made available to JVET for experimentation. 

This revision describes the software updates made to the first release of PCT360, including the following:

· The output video after projection conversion can now be sent directly to JEM for encoding, without having to be dumped as intermediate YUV files
· Enhanced support for bit-depth and chroma format
· Enhanced support for interpolation filters
The second revision describes the software updates made to the second release of PCT360, which includes:

· Compacted frame packing support for octahedron projection format 

· Support for icosahedron projection in two frame packing formats, non-compact and compact frame packing.

· Software optimization to improve the conversion speed and to reduce memory usage of PCT360.
The ISP frame packing in D0021 is not the same as described in D0028.

Software supports 4:4:4.

Software supports viewport generation, static and dynamic. Dynamic uses an input file with a position for each frame.

It was questioned if the viewport rendering matched what is done by GPUs in OpenGL. Further study of viewpoint generation should be part of the AHG mandates.

Code was made available upon request, and sent to 32 participants. If adopted, is proposed to be hosted along with the HM and JEM software. 
JVET-D0073 AHG8: Interpolation filters for 360 video geometry conversion and coding [Y. He, Y. Ye, B. Vishwanath (InterDigital)]
At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. One of AHG8’s mandates is to “study the effect on compression when different warping methods are applied to the input 360 video before compression.” When performing projection format conversion, interpolation filters are deployed to generate sample values at fractional sample locations. In this document, we study the effect of using different interpolation filters on conversion only and conversion plus coding processes. Based on our simulation results, it is reported that using Lanczos-3 for luma and Lanczos-2 for chroma could offer a good performance vs. complexity tradeoff. 
Consider if the Common Test Conditions doc needs to define the filters used.
JVET-D0090 AHG8: Algorithm description of InterDigital’s projection format conversion tool (PCT360) [Y. He, B. Vishwanath, X. Xiu, Y. Ye (InterDigital)]

At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. One of the mandates of the AHG8 is to “study software tools for conversion and rendering of 360 video content, and make it available to JVET as appropriate”. In response to AHG8’s mandate, InterDigital provided a 360 video projection format conversion tool (PCT360) available to JVET for experimentation before this meeting. This document describes the algorithms implemented in PCT360. 

Software doesn’t support CPP projection.
JVET-D0125 AhG8: Evaluation report on various filters for 360 videos [A. Singh, A. DSouza, S. N. Akula, K. Ramkumaar, R. N. Gadde, K. P. Choi, S. B. Raut (Samsung)] [late]

This contribution provides a comparison between various interpolation filters for projection conversions using 360 tools.  Filter efficiency and complexity are reported for different projection formats at two resolutions and two bit depths (8bit and 10bit). Four metrics, namely: PSNR, S-PSNR , WS-PSNR and CPP-PSNR, were used to generate results over eleven 4K 360 video sequences submitted to JVET. Based on the experiments, it has been observed that 6-tap Lanczos filtering gives better conversion efficiency over bilinear and bicubic filters and using 10-bits for the intermediate formats gives higher conversion quality over 8-bit.
When calculating S-PSNR just based on the conversion (no coding), moving from 8 bits to 10 bit internal depth gains 2-3 dB for the longer tap filters, but not much impact for bilinear. More benefit for luma than for chroma. These results don’t consider coding.

The numbers for TSP are expected to be lower because TSP is a streaming format with uneven resolution.

JVET-D0177 GoPro VR Player: A Tool for VR Content Playback [A. Abbas (GoPro)] [late]

Provided a link to a player tool which can be used to view ERP content with a viewport. 

JVET-D0195 Viewport Recommendations for CTC Content [A. Abbas (GoPro)]


This contribution gives documentation about viewports for the content that AHG8 has selected for common test conditions (CTC).  
Initial version did not contain IPR statement. Presented in JVET plenary Thu 1745, contribution was originally meant for information, but indicated as proposal.
6.6.2 Projection formats (11)
JVET-D0022 AHG8: A study on compression efficiency of cube projection [M. Zhou (Broadcom)]

This contribution reports compression efficiency difference between a 4x3 native and a compact 3x2 cube projection layout format by using HM16.9.  The experimental results revealed that the 4x3 native cube projection layout consumes on average 1.4% in AI, 1.3% in RA, 1.7% in LD-B and 1.7% in LD-P more bit-rate than the 3x2 compact cube projection layout format. Among four 3x2 compact cube projection layout formats tested, no significant BD-rate difference was found. In the test, the 3x2 compact layouts use 50% memory footprint when compared to the 4x3 native cube projection layout format.  

Anchor is the 3x2 minimum discontinuity choice (with top, front, bottom rotated.)

Compact cube map has better coding efficiency than 4x3 layout, plus has memory bandwidth and complexity advantages. PSNR of 4x3 only computed using active region.

Small differences between the compact cube map variants.

The CMP had 25% less pixel area than ERP, e.g. CMP was 75% of the ERP area.
Also compared ERP to CMP, two different paths. 


Path A: Encode ERP, covert original and coded to CMP, compute PSNR on CMP.


Path B: Convert original to CMP, encode CMP, compute PSNR on CMP. 

PSNR results are very content dependent.

Not clear if this is an appropriate metric for comparison, since the impact of the projection format conversion is not consistent between the two paths. 

JVET-D0023 AHG8: A study on compression efficiency of icosahedral projection [M. Zhou (Broadcom)]

This contribution reports compression efficiency difference between a native and a compact icosahedral projection layout format by using HM16.9.  The experimental results revealed that the native icosahedral projection layout consumes on average 9.5% in AI, 4.9% in RA, 3.0% in LD-B and 3.3% in LD-P more bit-rate than the compact layout format. In the test, the compact ISP format uses 60.6% of memory footprint to store the projected 360 video when compared to the native ISP format.  

ISP area is 67% of the ERP area.
Compact ISP format was more compression efficient than native ISP format, with a bigger difference than the CMP comparison.

The compact ISP format used was simple, could potentially gain more if more effort was made to reduce discontinuities by rotation, etc.

Native format would perform better if padding was used instead of gray pixels in inactive area.

JVET-D0028 AhG8: Icosahedral projection for 360-degree video content [V. Zakharchenko, E. Alshina, K. P. Choi, A. Singh, A. Dsouza (Samsung)]

This contribution provides a description and motivation for icosahedral projection and methods to represent it for omnidirectional video content. Described method is friendly to rendering devices and provides lower complexity for viewport rendering and processing. At the same time icosahedron is a form of polyhedron built of regular structures that has lowest surface area ratio compared to a perfect sphere, with a reasonable number of redundant points for projection image.

The sample rate of the projection format has an impact on the coding efficiency.

The sphere can be inscribed into the polygon. ISP has a lower area ratio than ERP.

Showed several ISP packing formats. Suggested that the packed format is more coding efficient, but didn’t provide numbers. (Numbers distributed via email within the AHG. Suggestion to update document to include the results.)
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Also discussed Craster Parabolic projection, which is an equal area projection. There are also other equal area projections. 

If a viewport is used, could use normal PSNR calculation. Interpolation filter used for viewport generation could have an impact on the PSNR calculation.

May want to use different metrics when comparing coding tools vs. when comparing different projection formats.

JVET-D0030 AhG8: segmented sphere projection (SSP) for 360-degree video content [C. Zhang, Y. Lu, J. Li, Z. Wen (OwlReality)]

This contribution proposed a projection format called segmented sphere projection (SSP) for 360-degree video content.
Split content into three regions. Pack with black area. Coding comparison between SSP and ERP and CMP, using CPP based metric. Results were very content dependent.
With 3 segments, SSP uses 75% of the ERP area.
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JVET-D0035 AhG8: Introducing overlapping area of projections for 360-degree video content [C. Zhang, Y. Lu, J. Li, Z. Wen (OwlReality)]

Current projection methods project a sphere to various different maps such as ERP, Cube, SSP, etc. However, when QP is high, the boundary is very obvious. By introducing overlapping area of the projection, it is believed to alleviate the problem.

Has observed that subjective viewing shows obvious seams at high QP.

Proposes a preprocess and postprocess. Postprocess can blend the overlapping region. There is a small reduction in PSNR based coding efficiency because of the overlap, but an improvement in subjective quality.
JVET-D0068 AHG8: A study on the influence of different projection schemes [Y. Sun, A. Lu, L. Yu (Zheijang Univ.)] [late]

This document proposes a suggested quality evaluation procedure for evaluating 360 video. Some experiments are conducted based on the suggested quality evaluation procedure to analyse the influence of coding efficiency among different resolution of conversion formats and different projection formats.

Use native projections, not compact.

Encoded CMP at several different resolutions: 2880x2160 (720 cube size), 3840x2880 (960 cube size), 4800x3600 (1200 cube size). The 960 cube size performed best on average, but varied by sequence.

Encoded ISP also at several different resolutions: 3960x1872, 4928x2328, 5896x2784. Largest size performed best on average, but this might be misleading because was operating at a higher bitrate, so on a different part of the bitrate/PSNR curve. 

When defining our test methodology, need to be sure BD-bitrate curves overlap.
JVET-D0071 AHG8: Truncated Square Pyramid Projection (TSP) For 360 Video [G. Van der Auwera, M. Coban, Hendry, M. Karczewicz (Qualcomm)]

This contribution presents the truncated square pyramid (TSP) projection scheme for VR/360 video. The implementation of the TSP projection, which has been integrated in the ‘360tools’ software, is described. Encoding results are reported comparing TSP projection, equirectangular (ERP) and downsampled cube map projection (DCP). The results suggest that: (1) TSP gives BD-rate savings over ERP for S-PSNR window sizes up to approx. 170°; (2) TSP provides coding gains of approximately 10% over the DCP projection.

Adaptive viewport streaming use case, with time aligned random access picture (with 1 sec period). Assume 30 viewports. 

Coding efficiency depends upon the amount of head motion allowed until the next random access point period, for viewpoint switching. 

Question raised about the comparison with a scalable coding approach. Adaptive viewpoint puts a bigger burden on the server to store many viewpoint versions, but may save bitrate vs. scalable coding.
JVET-D0078 AHG8: Test results for viewport-dependent pyramid, cube map, and equirectangular panorama schemes [K. Kammachi Sreedhar, A. Aminlou, M. M. Hannuksela (Nokia)]

The contribution provides simulation results comparing projection and mapping formats for viewport-dependent coding and streaming. The objective metrics proposed in JVET-D0079 were used in the simulations. The obtained average Bjontegaard delta bitrates compared to plain Equirectangular Panorama projection (ERP) are the following:

Bjontegaard delta bitrate compared to Equirectangular panorama projection

	Rhombic Pyramid projection
	11.47

	Square Pyramid projection
	−20.51

	Truncated Pyramid projection
	−21.63

	Equirectangular projection with multi-resolution mapping
	−27.28

	Cube map projection with multi-resolution mapping
	−26.78


Experiments were done with their internal sequences, not with sequences made available to JVET. 

Computed PSNRs at multiple viewpoint locations. PSNR is computed by comparison same format w/ and w/o compression.

JVET-D0104 AHG8: Compact cube layout with tile partition [H.-C. Lin, J.-L. Lin, S.-K. Chang, C.-C. Ju (MediaTek)]

This contribution aims to investigate the compact layout arrangement for the cube format. For compact layouts, there are two main issues that should be addressed:

· Layout arrangement with the minimum discontinuous edge(s)

· In-loop filter control on the discontinuous edge(s) due to the layout arrangement
The cube format can be arranged into four possible compact layouts, which are 1x6, 2x3, 3x2, and 6x1 layouts. The compression efficiency between 1x6 layout and 3x2 layout is studied in this contribution. The experimental results reportedly show that the BD-rate reduction of the 1x6 layout averagely achieves 0.15% in AI, 0.20% in RA, 0.73% in LD-B and, 0.67% in LD-P, as compared to that of the 3x2 layout, respectively, while the required line buffer of the 1x6 layout is reduced to 33% of that used in 3x2 layout.

The compact 1x6 and 3x2 layouts both have one discontinuous edge because of the layout arrangement which results the blurring and flickering artifacts along the discontinuous edge after coding. Thus, this contribution proposes to use tile to divide the video frame into two tile partitions with in-loop filtering disabled when across tile boundary. The experimental results reportedly demonstrated that the subjective quality around the discontinuous edge is significantly improved, while two partitions could be coded in parallel.

1x6 cube face layout is proposed, and provides coding gain vs 3x2 layout.
In second aspect, define tiles to align with cube face discontinuities, and disable in-loop filtering across the tile boundary, using the existing HEVC flag. Requires that cube face size be a multiple of LCU size. This limits the flexibility of using tiles for other purposes such as parallel processing, because the in-loop filtering across tile boundary would apply to all tiles in the frame.

Showed video clip to illustrate subjective flickering at cube face boundaries with some test sequences, which is reduced with this proposal.

The proposed method could be used with existing HEVC, and doesn’t require a change to the standard.

JVET-D0105 AHG8: An alternative arrangement for cube format (Double-cross layout) [H.-C. Lin, J.-L. Lin, S.-K. Chang, C.-C. Ju (MediaTek)]

This contribution aims to study two layout arrangments for the cube format. One of them is the T-shape layout, which is an unfolded net of a cube. The other is the proposed double-cross layout, which is composed of two hemicubes. In these two layouts, there is no discontinuous edge between any of two connected cube faces. Both two layouts have to fill blank area to form a video frame for encoding. The proposed double-cross layout reduces 33% memory footprint when compared to T-shape layout. Moreover, the proposed double-cross layout is more appropriate for the 360VR streaming.

The compression efficiency between the T-shape layout and the proposed double-cross layout is also examined by using HM16.12. The experimental results reportedly show that the BD-rate difference is insignificant in average. 
JVET-D0142 AHG8: An efficient compact layout for octahedron format [H.-C. Lin, C.-Y. Li, J.-L. Lin, S.-K. Chang, C.-C. Ju (MediaTek)] [late]

This contribution proposes an efficient compact layout for octahedron format with the minimum discontinuous edges. The compression efficiency between the ROHP layout and the proposed layout is examined by using HM16.12. The experimental results reportedly demonstrate that, as compared to the ROHP layout, the BD-rate reduction provided by the proposed layout achieves 5.54% in AI, 4.73% in RA, 5.59% in LD-B and, 5.67% in LD-P, respectively.
Convert ERP to OHP, encode and decode OHP, convert back to ERP for PSNR calc. Calculated both PSNR and CPP-PSNR. 

ROHP layout is same as compact OHP. Tested Native OHP, Compact OHP, and proposed OHP packing method.
6.6.3 Testing procedure and metrics (5)
JVET-D0027 AhG8: Suggested testing procedure for 360-degree video [V. Zakharchenko, E. Alshina, A. Singh, A. Dsouza (Samsung)]

This contribution provides a description of recommended testing procedure including representation format, transformation procedure and both objective and visual quality evaluation for virtual reality 360-degree video sequences in scope of Future Video Coding Standardization activity AhG8. As projection format selection in general is device/service dependent there is a requirement to compare quality not only within one projection but across different projection methods; providing equal testing conditions to every projection method. In proposed testing procedure quality estimation is performed in equal area projection (Carster Parabolic Projection). 360tools SW which provides conversion from/to multiple projections and quality comparison within one or between different 360-degree projection formats was released at Aug.4 and updated several times according to comments and requests from experts. Contribution suggests usage 360tools SW for future study of 360 video compression in JVET.
Proposed exploration profile:
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May want to have a different pipeline for comparing projections than to use for evaluating coding tools for a given projection.

WS-PSNR may be better than CPP-PSNR for evaluating coding tools, since CPP-PSNR has additional conversion.

It was suggested that there might be subjective artifacts on the edges of faces which are not well represented by PSNR calculations.

Doing conversion w/o compression does have a PSNR impact, and is content dependent. LRRH sequence had a particularly big reduction in PSNR from the conversion.

Comparison of ISP, CMP and OHP with compression was compared with ERP, and 75% and 100% area. Results were highly content dependent. In the reported results for the proposed methodology with the proposed software package, OHP performed worse than the others, but this may be due to less effort spent on making a compact representation. (JVET-D0142 may be relevant,)

Discussed revision on Oct 18.

Further discussion on Oct 20.
Viewport generation isn’t currently supported in the 360tools software, but can be added.

Supports choice of command line interface or configuration files.

BSD software license, with Samsung ownership noted.

There is a question about what would happen if code from 360tools was incorporated into the HM/JEM, because of the copyright header.

Software licenses and hosting by github raises some questions that we may want to discuss at the plenary or parent body level.

JVET-D0040 AHG8: WS-PSNR for 360 video objective quality evaluation [Y. Sun, A. Lu, L. Yu (Zhejiang Univ.)]

This document describes the derivation and application of Weighted to Spherically uniform PSNR (WS-PSNR) for objective quality evaluation on 360 degree videos. Some comparison test and analysis between WS-PSNR and S-PSNR, CPP-PSNR are discussed. Along with the document, WS-PSNR software is provided.

Differences between the methods:

· S-PSNR: Convert to sphere

· CPP-PSNR: Convert to a CPP equal area projection

· WS-PSNR: assign different weights without resampling

WS-PSNR can be used for different projections, by assigning weights according to the specific projection format.

A suggestion was made to apply higher weights at the projection face edge seams, to try to more accurately represent subjective quality, because there might be subjective artifacts at those edge seams.

WS-PSNR doesn’t include interpolation of the samples. Results of experiment with added error demonstrated that the interpolation changed the values of CPP-PSNR and S-PSNR.

Avoiding the use of interpolation reduces the complexity of calculating the metric. 

Would be interesting to look at bitrate vs PSNR curves for each of the metrics on the same graph, to see how they compare.

It was suggested that the WS-PSNR metric may be more appropriate for coding tool evaluation than for comparing projections.
JVET-D0072 AHG8: Area Weighted Spherical PSNR for 360 video qual ity evaluation [B. Vishwanath, Y. He, Y. Ye (InterDigital)]

At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. One of AHG8’s mandates is to “discuss definition of common test conditions, test sequence formats, and evaluation criteria.” In terms of quality evaluation for 360 video content, it is generally agreed that the conventional PSNR metric is not a suitable quality metric. Spherical PSNR (SPSNR) and WS-PSNR (uniform Weighted SPNSR) have been previously proposed as more suitable quality metrics for 360 video quality evaluation. In this document, we propose Area Weighted Spherical PSNR (AW-SPSNR). Based on similar concept as WS-PSNR in MPEG document m38551, AW-SPSNR reportedly overcomes some of the shortcomings of SPSNR, and is therefore asserted to be a more suitable metric for 360 video quality evaluation. AW-SPSNR is implemented in the PCT360 tool described in JVET-D0021, and is implemented for a variety of projection formats, including equirectangular (ERP), equal-area (EAP), cubemap (CMP), and octahedron (OHP). 

A suggestion was made to render to a viewport, and calculate normal PSNR, and see how the proposed AW-PSNR for that region compares.  
JVET-D0074 AHG8: Suggested test methodology for evaluating projection formats for 360 video coding [B. Vishwanath, Y. He, X. Xiu, Y. Ye (InterDigital)]

At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. One of AHG8’s mandates is to “study the effect on compression when different warping methods are applied to the input 360 video before compression.” A main challenge for the test is that the input video is always in Equirectangular Projection (ERP). This gives ERP an obvious edge over the other projection formats. In this document, we propose a test methodology to compare different projection formats and their impact on 360 video coding aimed at reducing/removing the bias towards ERP, the geometry in which all currently available original spherical content is represented. We further propose to also study the impact on rendered video quality within a given viewport using different projection formats in future JVET tests, as we believe consuming 360 video content on conventional 2D displays will continue. 

In this second revision, simulation results for compact octahedron projection (COHP) and compact icosahedron project (CISP) are additionally provided.
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Also proposes viewport based testing
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Tests of impact on PSNR of converting 8K ERP to various 4K representations and converting back to 8K ERP, and measuring with AW-sPSNR.  Content dependent impact on conversion impact. Generally ERP had most PSNR loss and ISP had least PSNR loss. All 4K projection formats have the same number of active pixels.

Then also added HM encoding/decoding in the projection format. Best format differed for different sequences.

	Sequences 
	ERP4K 
(4096x2048) 
	CMP4K eq. 
(3552x2368) 
	EAP4K 
(4096x2048) 
	OHP4K eq. 
(6208x2688) 
	ISP4K 
(2470x3424) 

	Basketball 
	45.59 
	46.22 
	41.23 
	47.26 
	48.61 

	Chairlift 
	47.40 
	48.05 
	44.42 
	48.71 
	50.21 

	Jam Session 
	51.45 
	51.76 
	52.64 
	52.15 
	53.44 

	Skate in lot 
	46.50 
	47.05 
	47.39 
	50.07 
	50.19 

	Skate Trick 
	44.80 
	45.11 
	46.05 
	45.53 
	46.21 

	Train 
	45.65 
	46.06 
	46.66 
	46.12 
	46.68 

	Dancing 
	47.63 
	48.10 
	47.81 
	48.38 
	49.21 

	Driving 
	48.35 
	48.98 
	49.89 
	51.12 
	51.52 

	Average 
	47.17 
	47.67 
	47.01 
	48.67 
	49.51 


Suggestion to avoid converting back to 8K for the PSNR calculation, and instead doing it at 4K. 

Suggestion to separate comparison of non-ERP projection formats with each other, and separately compare ERP with a non-ERP comparisons.

Viewport evaluation, simulations of a single viewport with 60 x 60 degree front viewport. That might be a small degree range. Would be useful to gather info about what field of view ranges are supported in products that would be used for consuming the content.
Viewport generation in rectilinear format. For larger field of view, rectilinear has distortion at the edges.

Suggestion for testing to use viewport location that includes projection face edge. 

Questions raised in contribution: How many viewports should be evaluated? Where should we set them? Should we use dynamic viewports?

Additional questions: For subjective testing, how will the viewport be viewed, e.g. on what device?Generation of the viewport includes interpolation, and quality will be impacted by the interpolation filters used.

JVET-D0079 AHG8: Testing methodology for viewport-dependent encoding and streaming [K. Kammachi Sreedhar, A. Zare, A. Aminlou, M. M. Hannuksela (Nokia)]

If JVET plans to perform systematic comparison or analysis of projection and/or mapping formats for viewport-dependent encoding and streaming, it is proposed to establish a testing methodology and metrics for that purpose first. This contribution is proposed as a basis of such methodology and metrics.
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Generate multiple viewport representations. Example was about 200 viewports.
Cube map front face is equivalent to rectilinear 90 x 90 degree viewport.

JVET-D0193 Test conditions for 360 Video [J. Boyce, E. Alshina, A. Abbas, Y. Ye]

Presented in JVET plenary Thu afternoon.
6.6.4 Coding tools (5)
JVET-D0024 AHG8: A study on JEM3.0 compression efficiency on 360 video content [M. Zhou (Broadcom)]

This contribution reports JEM3.0 performance on 12 4K 360 video sequences submitted to the JVET.  Three projection formats were tested, namely, equirectangular projection, compact 3x2 cube projection and compact ISP projection. Compared to HM16.9, the BD-rate reduction is as follows:  

· For equirectangular projection, the JEM3.0 outperforms HM16.9 on average by 16.9%   in AI, 27.4% in RA, 21.9% in LD-B and 24.1% in LD-P, respectively. 

· For cube projection, the JEM3.0 provides an average BD-rate reduction of 17.5% in AI, 24.8% in RA, 22.5% in LD-B and 25.0% in LD-P, respectively. 

· Foe compact ISP, the JEM3.0 BD-rate reductions are 22.4% in AI, 24.5% in RA, 21.8% in LD-B and 25.1% in LD-P, respectively.

The reported BD-rate reduction is less than the BD-rate reduction of class A1 25.5% and class A2 31.93% in the JVET CTC. 
PSNR was computed by the JEM, so cube map PSNR was computed based on a cube map input.
JVET-D0061 Co-projection-plane based motion compensated prediction for cubic format VR content [X. Ma, H. Yang, Z. Zhao (Huawei), L. Li, H. Li (USTC)]

In this contribution, a co-projection-plane (CPP) based motion compensated prediction (MCP) method for cubic format Virtual Reality (VR) content is proposed. For cubic format VR content, there is inherent geometric distortion which appears as texture discontinuity in the area near the face boundary, due to the fact that two neighboring faces belong to different projection planes. This discontinuity will affect the efficiency of existing MCP. In the proposed CPP based MCP method, when the motion vector points to a reference pixel in a different face (and therefore a different projection plane), the co-located pixel in the projection plane of the current face is derived and it is used as the new reference pixel. The position of the new reference pixel in the reference picture can be further derived with the layout information. Then, the new reference pixel which is in the CPP of current pixel is derived. It is reported that compared to HM16.6, the proposed method achieves 1.2%, 1.7%, 1.6% luma BD-rate reductions on average for RA, LDB and LDP configurations, respectively. The BD-rate reduction is even up to 6.6% in LDB configuration.

Experiments for 4x3 cube map layout. Some sequences showed significant coding efficiency improvement. Subjective quality impacts might be even larger. 

Further study encouraged, possibly in an AHG. Compact CMP results would be of interest. JEM experimental results requested. 
JVET-D0067 Geometry correction for motion compensation of planar-projected 360VR video [J. Sauer, M.Wien (RWTH Aachen University)]

This document presents a method for the modification of motion compensation for the purpose of 360° video coding. The method targets at 360° video which is projected to 2D such that it consists of planar faces of an object, e.g. a cube or icosahedron. The content of the surrounding area of each face is corrected according to the geometry of the object, thus extending the face with a projection of the neighboring faces. The method leads to a different behaviour at the edges between different faces. As there are no common testing conditions for 360° video so far, the method was tested on set of ten selected sequences. All tested sequences were converted to the compact 3x2 cube format (see JVET-D0024) if necessary. The sequences provided by GoPro as JVET candidates were used (see JVET-C0021), as well as other sequences from ETRI and GoPro. Six of the sequences feature a static camera, the other a moving camera. The method achieved rate savings of 1.1 % on average. For sequences featuring a moving camera the rate saving are 2.1 % on average, whereas for the sequences featuring a static camera the average savings are 0.4 %. 

Further study encouraged, possibly in an AHG. JEM experimental results requested. 
JVET-D0075 AHG8: Geometry padding for 360 video coding [Y. He, Y. Ye, P. Hanhart, X. Xiu (InterDigital)]

At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. Different projection formats and frame packing formats can be used for 360 video coding. This document investigates a new geometry padding method for 360 video coding. Unlike the conventional padding method for 2D video, which extends samples outside of a picture’s boundary by simply copying (repeating) those from the boundaries, the proposed geometry padding method considers the spherical nature of the 360 video when extending samples outside of a picture’s boundary. Specifically, the proposed geometry padding method considers the projection format when performing padding. The simulation results using equirectangular (ERP) and cubemap (CMP) projection formats for random access configuration are provided. It is reported that, when compared with the conventional 2D padding method in HEVC, geometry padding performs better: for 8K sequences, the proposed geometry padding gives on average Y BD-rate reduction of 0.3% for ERP projection format coding and 0.8% for CMP projection format coding; for 4K sequences, the proposed geometry padding gives on average Y BD-rate reduction of 0.2% for ERP projection format coding and 1.0% for CMP projection format coding, all in terms of the spherical PSNR (SPSNR) metric.
Further study encouraged, possibly in an AHG. JEM experimental results requested. 
JVET-D0092 AHG8: Reference samples derivation using geometry padding for intra coding [P. Hanhart, Y. He, Y. Ye (InterDigital)]

At the 3rd JVET meeting, AHG8 on 360 video test conditions was established. Different projection formats and frame packing formats can be used for 360 video coding. This document investigates a new reference sample derivation method for intra prediction in 360 video coding. Unlike the conventional reference sample derivation method for intra coding in HEVC, which uses the samples located directly above and on the left of the current block, the proposed reference samples derivation method relies on the geometry padding method proposed in JVET-D0075 when deriving reference samples located outside the current face to which the block belongs. The simulation results using cubemap (CMP) projection formats for all intra configuration are provided. It is reported that, when compared with the conventional reference sample derivation method for intra coding, the proposed method gives on average Y BD-rate reduction of 0.3% in terms of the spherical PSNR (SPSNR) metric.
Cube face size is integer number of CTUs, to avoid splitting a CU across cube faces.
Ran experiments using JEM 3.0. 
6.6.5 HL syntax (1)

JVET-D0093 AHG8: High level syntax extensions for signaling of 360-degree video information [P. Hanhart, Y. He, Y. Ye (InterDigital)]
This document proposes high level syntax extensions for signaling of 360-degree video information. In particular, the proposed syntax elements are used to specify the projection geometry and frame packing parameters. It is asserted that these syntax elements are essential to enabling low level coding tools to achieve more efficient compression of 360-degree video.
VPS signaling of a list of project format and parameters, and SPS signaling to index the list.

QP offset for each face can be sent.
6.6.6 HL syntax (1)
JVET-D0093 AHG8: High level syntax extensions for signaling of 360-degree video information [P. Hanhart, Y. He, Y. Ye (InterDigital)]

This document proposes high level syntax extensions for signaling of 360-degree video information. In particular, the proposed syntax elements are used to specify the projection geometry and frame packing parameters. It is asserted that these syntax elements are essential to enabling low level coding tools to achieve more efficient compression of 360-degree video.
VPS signaling of a list of project format and parameters, and SPS signaling to index the list.

QP offset for each face can be sent.
6.7 Other (0)
7 Encoder optimization (9)
All contributions of this section were reviewed in BoG D0191 (chaired by K. Choi except where noted otherwise)
JVET-D0052 AHG5: Experiment on JEM default setting [K. Choi, E. Alshina, C. Kim (Samsung)]

In this contribution, test results on various configuration settings are provided. Test6 setting (i.e., CTU=256, MaxBTDepth=2) in this contribution showed the fastest encoding time that reduced encoding time about 37% with 1.2% luma coding loss. In the Test4 setting (i.e., CTU=256), coding improvement was achieved about 0.4% in RA without increase of encoding time. Considering the trade-off between encoding time and coding loss, it is suggested to use Test4 or Test6 setting for the next default setting of JEM software.
(Chaired by Yu-Wen Huang)
	Param.
	Anchor
	Test1
	Test2
	Test3
	Test4
	Test5
	Test6

	CTUSize
	128
	128
	128
	256
	256
	128
	256

	MinQTLumaISlice
	8
	16
	8
	8
	8
	8
	8

	MinQTChromaISlice
	4
	4
	4
	4
	4
	4
	4

	MinQTNonISlice
	8
	16
	8
	8
	8
	8
	8

	MaxBTDepthISliceL
	3
	4
	2
	2
	3
	2
	2

	MaxBTDepthISliceC
	3
	0
	2
	2
	
3

	0
	0

	MaxBTDepth
	3
	4
	2
	2
	3
	2
	2

	MaxBTSizeISliceL
	32
	32
	32
	32
	32
	32
	32

	MaxBTSizeISliceC
	16
	16
	16
	16
	16
	16
	16

	MaxBTSizeBPSlice
	128
	128
	128
	128
	128
	128
	128


RA, Y / U/ V BD-rate
	Detail
	Coding performance
	Encoding Time
	Decoding Time

	Test1
	 −0.77% / 3.04% / 3.27%
	133%
	100%

	Test2
	 1.46% / 1.93% / 1.97%
	66%
	107%

	Test3
	 1.28% / 0.89% / 1.13%
	66%
	106%

	Test4
	 −0.43% / −1.07% / −0.95%
	105%
	108%

	Test5
	 1.37% / 5.90% / 6.08%
	63%
	100%

	Test6
	1.23% / 4.82% / 5.21%
	63%
	100%


The proponents prefer Test 4 or Test 6.
It was asked why Test 4 did not change Class D results. This is because enlarging CTU to 256 has no effect for Class D in JEM-3.0.
It was asked why Test 4 Class D has higher decoding time. The proponent is not sure about the root cause.
One expert commented Test 1 and Test 4 are out of the BoG scope. One expert commented that Test 4 shows very good tradeoff.
JVET-D0053 AHG5: Fast encoding setting for JEM [K. Choi, E. Alshina, C. Kim (Samsung)] [late]

(initial version was rejected as “placeholder” doc)

This contribution provides an information regarding encoder speed-up by changing thresholds for early CU determination. The test result show that 20% reduction of encoding time was achieved with 0.2 luma coding loss. It is suggested to use modified threshold values with CTU=256 for the next version of JEM.

(Chaired by Yu-Wen Huang)

	if (rpcBestCU->getSkipFlag(0) && (bTestHorSplit || bTestVerSplit) && uiBTDepth>=SKIP_DEPTH)
stop remaining partitioning process 

else 

   test partitioning horizontally

if (bTestHorSplit && rpcBestCU->isSkipped(0) && rpcBestCU->getBTDepth(0)==uiBTDepth && uiBTDepth>=SKIPHORNOVERQT_DEPTH_TH)

stop remaining partitioning process 

else 

   test partitioning vertically

do Quadtree partitioning



	Test Set
	CTU size
	SKIP_DEPTH
	SKIPHORNOVERQT_DEPTH_TH

	Set1
	128
	2
	2

	Set2
	128
	2
	1

	Set3
	256
	2
	2

	Set4
	256
	2
	1


RA, Y / U/ V BD-rate
	Detail
	Coding performance
	Encoding Time
	Decoding Time

	Set1
	0.76% / −0.08% / 0.00%
	77%
	94%

	Set2
	0.69% / −0.10% / −0.01%
	78%
	96%

	Set3
	0.20% / −1.00% / −0.79%
	81%
	94%

	Set4
	0.51% / −1.09% / −0.83%
	77%
	96%


The proponent prefers Set 3.
JVET-D0077 AHG5: Speed-up for JEM-3.1 [H. Huang, S. Liu, Y.-W. Huang, C.-Y. Chen, S. Lei (MediaTek)]

In this proposal, software optimization of transform and extension of existing fast algorithms in JEM are proposed. It is reported that software optimization of transform can provide 9% decoding time reduction for AI test case.  A combination of the proposed fast algorithms can provide 12%, 9%, 7%, and 7% encoding time reductions over JEM-3.1 for AI, RA, LD-B and LD-P cases, respectively, with less than 0.1% BD-rate increase.

It was asked whether or not to test separately in Test2 setting. The proponent answered that there was no test results separately. 
It was asked how much memory size increased. Cross-checker answered that they checked the increased memory size for the proposed method. Currently, JEM3.1 requires 6.5 GiGabytes in worst case (i.e., 4K resolution), and the proposal method requires 20Mbytes additionally in worst case.

It was asked whether or not the changed code was easy to understand. It was answer by Crosscker that there was no big issue regarding question.

It was asked how much encoder could save encoding time in worst case (i.e., ToddlerFountain at QP22)
Cross-checker expressed that Test2 configuration was preferred.
JVET-D0054 AHG5: Cross-check of MTK's fast method [K. Choi, E. Alshina, C. Kim (Samsung)]
This document reports the cross check results of “JVET-D0077: AHG5: Speed-up for JEM-3.1”. The simulation was carried out based on the common test condition. The results provided by the proponent were verified.
JVET-D0087 Crosscheck of JVET-D0077 Speed-up for JEM-3.1 [X. Li (Qualcomm)] [late]

This contribution reports the crosschecking results for JVET-D0077. The simulation results reportedly matched those provided by the proponents.
JVET-D0095 AHG5: Fast QTBT encoding configuration [Y. Yamamoto, T. Ikai (Sharp)]

This contribution proposes a fast QTBT encoding configuration, which utilizes different MaxBTDepth settings depending on Temporal ID layer. Simulation results show around 20 % encoding speed up with 0.54 % BD-rate loss, which claims to show better encoding-time performance balance compared with constant MaxBTDepth settings. i.e. MaxBTDepth is equal to 2 or 3.

Key idea is to change MaxBTDepth depending on Temporal ID layer. The MaxBTDepth information is signalled with flag on SPS. 

An expert commented that there would be same method without signalling by changing cfg parameters

The proponent answered that he had not tried.

People on the group commented that it was preferred not to add additional flag into SPS or PPS.    
Cross-checker supported to use the proposed method for next version of JEM SW.

JVET-D0169 Cross-check of testA and testB in JVET-D0095 on fast QTBT encoding configuration [J. An, X. Chen (??)] [late]

This contribution is a crosscheck report of the testA and testB in JVET-D0095 on fast QTBT encoding configuration. The algorithm proposed in JVET-D0095 is verified, and the experimental results of testA and testB are partially verified
JVET-D0127 AHG5: Removal of software redundancy for JEM 3.0 intra coding [Y.-J. Chang, P.-H. Lin, C.-L. Lin, C.-C. Lin (ITRI)] [late]

The intra mode decision for each of the NSST indices in the JEM 3.0 reference software comprises the rough mode decision (RMD) stage and the RDO stage. Note that there are 67 intra prediction modes and 4 NSST indices in the JEM 3.0. In the RMD stage, 3 out of 67 intra prediction modes are selected based on the SATD cost. Because the SATD calculations are unrelated with the NSST, the SATD costs of different NSST indices for an intra prediction mode should be the same. Therefore, this contribution proposes to remove the redundancy of SATD calculations as NSST index = 1 ~ 3 by reusing 3 best intra modes selected from the RMD stage as NSST index = 0. Compared to JEM 3.0, the simulation results show that the proposed modification respectively saves 9% and 2% encoding time without obvious gain changes in AI and RA conditions.
It is a redundancy removal in calculation on NSST idx=1 – 3, but it leads to change parsing order in bitstream

One expert commented that there was a solution without parsing change. 
It was mentioned that huge loss could be found in A2 at RA.

One expert mentioned that different behavior could be found between Class A1 and Class A2 in RA in terms of coding performance.

One expert said that it would be suggested to test the proposed method again without parsing change.

During this meeting, the proponent will provide test results without changing parsing order. It will be decided whether or not recommending to adopting the proposal.

JVET-D0156 Cross-check of JVET-D0127 [K. Choi, E. Alshina, C. Kim (Samsung)] [late]

This document reports the cross check results of JVET-D0127. The simulation was carried out based on the common test condition. The results provided by the proponent were verified.
8 Metrics and evaluation criteria (4)
JVET-D0034 Subjective quality analysis of polyphase subsampled sequences [E. Thomas (TNO)] [late]

This contribution presents an analysis of the subjective quality impact of the polyphase subsampling technique presented in JVET-B0043 and whose intermediate results were provided in JVET-C0032. As a reminder, the proposed technique decomposes the input video signal (luma and chroma components) by subsampling into lower resolution descriptions using a polyphase subsampling. The multiple lower resolution versions of the signal are then encoded and transported in the same video bitstream. This enables the decoder to select and to decode the appropriate number of resolution components for the desired output resolution, i.e. one for displaying half resolution of the original stream or all of them for displaying the original resolution. This contribution presents and provides uncompressed snapshots (image files enclosed in separate contribution D0157) of one resolution component for each JVET test sequences. This analysis aims at assessing the impact of the polyphase subsampling on the visual quality of a single resolution component. It appears that 50% of the sequence of classes A1 and A2 altogether does not exhibit visual artefact in their resolution components due to the polyphase subsampling. In particular, 2 of the sequences with visible artifacts are due to artificial object with sharp edges (logos) while the two other are due to natural objects (power lines and drain grill). All of class B sequences of 1920x1080 resolutions show aliasing artifacts in some specific spots in the frame whereas class C sequences of 832x480 exhibits strong visual artifacts in the entire frame.
The provided results confirm the presence of strong visual artifacts for resolution lesser than HD while no or barely visible visual artifacts are present in sequences whose original resolution is 4K. As a result, it appears that the TFP technique does suit well 4K and greater resolutions for which aliasing effect will not significantly impact the compression efficiency nor the visual quality of each resolution component.

The polyphase components are temporally multiplexed. If looking at low resolution, e.g. only each 4th frame would be displayed.

Aliasing is also visible for some of the class A sequences (e.g. Toddlerfountain). Alias becomes most clearly visible for sharp edges and letters.

The method would somehow unify spatial and temporal scalability, at the expense of potential alias artifacts, and also potentially loss in compression performance.
The interesting aspect is that potentially for ultra high resolution the aliasing may not be too critical, such that this would be viable. However, even then it might be interesting to compare the compression performance against “conventional” approaches of scalable coding, or additional methods of encoder optimization might be necessary.

The aspect of scalability and other potential applications is currently not in the focus and mandates of JVET. Experts pointed out that approaches of resolution variation might become interesting for 8K material coding, also in terms of complexity.

No immediate action.
JVET-D0157 Attachments for JVET-D0034 (sequence snapshots) [E. Thomas (TNO)] [late]
JVET-D0082 VMAF - video quality metric alternative to PSNR (AHG9 related) [Z. Li, A. Norkin, A. Aaron (Netflix)]

This document contains the description of Video Multi-method Assessment Fusion (VMAF) – a full-reference objective video quality metric that aims to predict the human-perceived quality of impaired videos. VMAF is a machine-learning based approach where a prediction model is trained using subjective data collected from user study. For evaluation, VMAF is compared to other objective video quality metrics, including PSNR, SSIM, multi-scale SSIM and PSNR-HVS on a number of video datasets. It is reported that compared to other metrics, VMAF provides higher correlation with subjective opinion scores. The authors claim that VMAF is more suitable than PSNR for reporting performance of video codecs, such as in BD-rate calculation, and propose to conduct further evaluation on VMAF in a context of using it as an additional objective quality metric in the future video coding work.

VMAF uses VIF, DLM and TI metrics as basis, and combines/weights them by machine learning (SVM). Metric is computed for each frame, and then computes average.Available as open source package.

Q: Were the VIF parameters also trained? No, use default parameters.

Training set was 300 videos, different from the test set.

Q: Would VMAF still have advantage when comparing two codecs with same content? It is well known that PSNR is sequence dependent. Might not be as useful for RDO decisions, for example.

Proponents claim that the metric would be useful when comparing different codecs

Applicable to HDR? Applicable to different types of content for which it was not trained?
In which cases does it fail? Fountain, for example.

A revised version of the document is announced where the performance of the input (VIF, DLM and TI is also compared.

Presentation deck to be provided.
For further study (AHG?). Potentially investigate whether it matches with the results of visual investigation.

JVET-D0134 Cross-Component Peak Signal to Noise Ratio (xPSNR) support in the HM and JEM software [Y. T. Peng, A. M. Tourapis, D. Singer (Apple)] [late]

This contribution presents an implementation of the Cross-Component Peak Signal to Noise Ratio (xPSNR), which is essentially an extension of PSNR that accounts for distortion in all colour components simultaneously, in both the HEVC HM and JVET JEM reference software. 
See also JCTVC-Y0037 / Y0052. Adopt configurable option for 10 bit vs 8 bit PSNR but unchanged by default.

Decision (SW): Adopt aspect of computing 10 bit PSNR with reference to 1023 (not CTC)

Other aspects for further study.
JVET-D0182 Crosscheck report of JVET-D0134 [J. Kim, S. Liu (??)] [late]

JVET-D0186 PSNR unification for sequential and parallel results for JVET CTC [M. Sychev (Huawei Technologies)] [late]
Current version of Reference SW allow sequential and parallel simulation, but has some deviations from corresponding sequential simulation due to rounding in logs, most of real values are shown with just 4 digit after point. This contribution provides additional full precision representation of PSNR, bit-rate in logs and adopts aggregation scripts from JVET-B0036 to use this metrics, what removes any rounding steps in parallel simulation results calculation. At the previous JVET meeting the contribution JVET-C0037 was proposed to obtain the same PSNR results. During AhG discussions it was suggested to review and discuss PSNR unification at this meeting to get the clear decision.
C0037 had two aspects, where one was adopted and about the second aspect there was a debate since the output is not human readible.

Follow-up on C0037. Approach to have an option to output a separate file for results measurements with high accuracy (section 1.2).

Decision (SW): Adopt solution 1.2, write into separate file (optionally)
9 Withdrawn/unclear (8)
See under 1.4.2.
10 Joint Meetings, BoG Reports, and Summary of Actions Taken
10.1 Exploration Experiments
The setup of Exploration Experiments was discussed, and an initial draft of the EE document was reviewed in the plenary (chaired by JRO). This included the list of all tools that are intended to be investigated in EEs during the subsequent meeting cycle:
EE1: Residual Coefficients coding

JVET-D0031 Residual Coefficient Sign Prediction [F. Henry, G. Clare (Orange)]

EE2: Nonlinear in-loop filters
JVET-D0069 Bilateral filter after inverse transform [J. Ström, P. Wennersten, Y. Wang, K. Andersson, J. Samuelsson (Ericsson)] 

JVET-D0133 Peak Sample Adaptive Offset [M. Karczewicz, L. Zhang, J. Chen, W.-J. Chien (Qualcomm)]

EE3: Decoder Side Motion Vector Derivation

JVET-D0046 High precision FRUC with additional candidates [A. Robert, F. Le Léannec, T. Poirier (Technicolor)]

JVET-D0029 Decoder-Side Motion Vector Refinement Based on Bilateral Template Matching [X. Chen, J. An, J. Zheng (HiSilicon)] 

JVET-D0042 AHG6: On BIO memory bandwidth [A.Alshin, E.Alshina (Samsung)].

EE4: MV coding

JVET-D0123 Enhanced Motion Vector Difference Coding [J. Chen, W.-J. Chien, N. Hu, V. Seregin, M. Karczewicz, X. Li (Qualcomm)]

EE5: Chroma coding

JVET-D0110 Enhanced Cross-component Linear Model Intra-prediction [K. Zhang, J. Chen, L. Zhang, M. Karczewicz (Qualcomm)]

JVET-D0111 Multiple Direct Modes for chroma intra coding [L. Zhang, W.-J. Chien, J. Chen, X. Zhao, M. Karczewicz (Qualcomm)]
EE6: Adaptive Scaling for HDR/WCG Material

JVET-D0118 On adaptive scaling for extended colour volume materials 
JVET-D0124 On De-quantization and Scaling for Extended Colour Volume Materials
An initial version of the EE document had been prepared by Elena Alshina and circulated on Thursday.

It was agreed to give the editors the discretion to finalize the document during the two weeks after the meeting, and circulate/discuss it on the reflector appropriately.
10.2 Joint meetings
10.3 BoGs

JVET-D0188 BoG Report on 360 Video [J. Boyce] 

The BoG met on Oct 16, Oct 17, Oct 18, and Oct 19 to review contributions and to address the recommendations of AHG 8 on 360 video test conditions.

AHG 8 recommendations:

· Arrange viewing sessions of 360 video test sequences

· Define initial 360 video test conditions in an output document, including

· Identify initial 360 video test sequence set

· Identify software and configuration to be used for projection conversions

· Select one or more projection formats to be used as input to the encoder

· Select one or more objective quality metrics to be reported

The BoG recommends a testing procedure for 360 video content, to be captured in an output 360 video common test conditions document for use for inputs to the next meeting. It is expected that the CTC document will evolve over the next few meetings.

· Pipeline

· Use highest available resolution ERP content as input, 8K when available

· Convert 8K ERP through a spherical representation to a projection format (ERP, CMP, ISP, OHP, EAP…),  at a lower resolution, with all projections to have the same number of active pixels (100% of 4K area for 8K input, 75% of 4K for 4K input, with numbers per format in D0027)

· Enc/Dec using projection format

· Compute objective metrics

· Using projection format enc input vs dec output for calculation, compute all of WS-PSNR, CPP-PSNR, S-PSNR-I (w/ interpolation), S-PSNR-NN (w/ nearest neighbor)

· Convert decoded projection format to 8K ERP, compute WS-PSNR vs. 8K ERP source content
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· Projection formats for coding tool evaluations:  Include ERP in test conditions (unless the tool is targeted to a specific projection format, e.g. a tool addressing cube face edges), and other projection formats are optional
· RA only (no AI, LDP, LDB)

· HM 16.9 and JEM 4.0

· Sequences to use in the common test conditions:
· 8K: Train, SkateboardingTrick, SkateboardInLot, ChairLift, KiteFlite, Harbor

· 4K: PoleVault, Aerial City, DrivingInCity, DrivingInCountry

· Recommend to move all of the selected sequences in a “CTC” folder on the ftp site.
The BoG also recommends that the two available 360 video conversion software packages, 360tools in JVET-D0027 and PCT360 in JVET-D0021, be merged. Software coordinators are Yuwen He and Vlad Zakharchenko. The merged software will be in C++ and follow the HM style conventions, and be hosted along with the HM and JEM software repositories, structured as a separate library.  Direct path from conversion to encoding supported.

Timeline of conversion software release: 

First release: (3 weeks – Nov 11) Emphasize Mandatory CTC, separate library, hosted on HHI site, HM 16.9 integration, remove neighboring sample pattern, CPP-PSNR, S-PSNR-I, calculation of multiple metrics in single pass of encoding, ISP

Second release: (6 Weeks – Dec 2) Viewport in same pipeline, TSP and SSP including confirmation by proponents, WS-PSNR metric for TSP and SSP (optional), JEM 4.0 integration

Output document JVET-D1012: Common test condition and evaluation procedures for 360 Video, due Nov 4
For some content we have 8K ERP content available, other content is 4K.

Agreed pipeline: 8K ERP converted to 4K projection format (ERP, CMP, ISP, OHP, EAP…), encode/decode, do WS-PSNR, CPP, S-PSNR comparison in the projection format 

The process of converting 8K ERP to sphere preserves the same resolution.

4K projection (ERP, CMP, ISP, OHP, EAP ) formats have 4K active pixels.

The initial conversion from 8K ERP to 4K projection format introduces loss of information that is not considered in this proposed pipeline.

Could also add a viewport based metric.

Encoding/Decoding process: conversion from 8K ERP to 4K active pixel projection format (CMP, …), encode, decode

Agreed recommended metric calculations:

1. Compute several PSNR metrics between the projection format input and output of codec
2. Convert the decoded projection format to 8K ERP, compute WS-PSNR metric between the input 8K ERP and the reconstructed 8K ERP
Resolution of the projection formats: Default is the 100% of 4K area. 


D0027 has recommended numbers to approximate the 100% area.

Which PSNR metrics? All of WS-PSNR, CPP-PSNR, S-PSNR-I (interpolation), S-PSNR-NN (nearest neighbor)

For 4K sequences, downsample to a 75% area resolution for the projection formats. D0027 has recommended numbers.

Viewport questions: How many viewports? FOV angle? Format – rectilinear, non-rectilinear? Static vs dynamic? Interpolation filter used?

Agreed viewport conditions:

· 75 x 75 degree FOV. 

· Rectilinear format. 

· Static FOV.

· Normal PSNR

· 2 viewports

· Bi-linear interpolation filter
Can use normal PSNR calculation with a viewport, but there can be distortion at the edges with a large FOV.

Postpone consideration of test method targeted at viewport dependent projections until next meeting cycle.

Adeel Abbas to recommend a viewport location for each of selected sequences, to be reviewed by the group. Revisit viewport locations.

Coding tool investigations: Any changes to pipeline? Which projection formats to include?

Agreed: Include ERP in test conditions (unless the tool is targeted to a specific projection format, e.g. a tool addressing cube face edges), and other projection formats are optional.

Providing experimental results for other projection formats recommended if the proposed tool is claimed to perfom well for that projection format.
Sequence selection: How many sequences? More viewing tomorrow? How to select?

· How many sequences? Define some classes?

· Static camera vs. moving camera

· Camera aimed at poles

· Resolution: 8K, 4K. suggestion to try to prioritize 8K

· Challenging sequences, and some not as challenging sequences

· Sequence characteristics: motion, texture, activity at north & south poles

· Bitrate info

Other conditions: QPs

· For now, use the same fixed QPs we normally use. For different resolutions of particular projection formats, may want to consider trying to match bitrates.

· Should we still use QP 37?

· It was suggest that QPs above 35 lead to more subjectively obvious cube maps

· For this meeting cycle, best to keep the same QP values, to better align with other tests

· Only include RA. Don’t include AI, LDP, LDB in the required test set.

What software version? HM, JEM

· HM 16.9

· For projection format comparisons, HM 16.9 should be used, with JEM optional

· For coding tool proposals, use JEM 4.0

· Use 10 bit (Main 10 for HEVC)

To be discussed:
Software conversion tool selection

Revisit of Viewport issues

Begin drafting CTC document – E. Alshina, Y. Ye, A. Abbas, J. Boyce

AHG mandate should include creating anchor for HM and JEM, ERP, both 4K and 8K

Vittorio: Discussion about subjective evaluation of 360 video content

Could start w/ 2D viewing, but is that sufficient?

Training of the subjects should be considered

Suggestion for 8 8K sequences plus some 4K sequences

Sequences under consideration:

· ETRI sequences from the content repository. MPEG document from San Diego meeting, no JVET contribution. 8K 30 fps

· Dancing

· Driving

· Letin VR: 4K

· Favorites: Aerial City, DrivingInCity, DrivingInCountry

· GoPro

· 8K60: Train, SkateboardingTrick (both static camera)

· Static camera: Basketball

· Moving camera: SkateboardInLot, ChairLift, 

· GoPro favorites: Train, SkateboardingTrick, SkateboardInLot, ChairLift

· IDC

· KiteFlite, Trolley, Harbor 8K

· Nokia/Tampere: 4K  Pole Vault

Agreed Selection:

8K: Train, SkateboardingTrick, SkateboardInLot, ChairLift, KiteFlite, Harbor

4K: PoleVault, Aerial City, DrivingInCity, DrivingInCountry

Software discussion:

Integrating conversion software with the HM/JEM allows to avoid writing intermediate files. Reading and writing takes a long time. 

Convenient to able to run the conversion and the encoding together, and to compute PSNR metrics on the fly.

PCT360 uses a familiar coding style, similar to the HM.

Would want to integrate with both HM and JEM, and would need to keep in sync. Could maybe structure as a 3rd party library. 

Consideration of features:

Agreed that having integration into the HM/JEM is desirable.

Agreed to have the conversion tools available in a separate library that could be incorporated into multiple codebases.

Agreed to be hosted by HHI with the existing HM/JEM software, using the normal headers.

It was suggested that it would be good to have flexibility to support multiple different layouts because coding efficiency is content dependent.

Agreed use C++ with the HM coding style, as described in JCT-H1001.

Software coordinators: Yuwen He, Vlad Z. 

Combine the features of the two software packages. Highest priority for integration will be for the features required in the common test conditions. 

Side activity with proponents and Jill to discuss how to create software that meets the above agreements.

Review of CTC draft

Should we list all of the projection formats in the doc?

Suggestion to add terms S-PSNR-I and S-PSNR-NN to Figure 1. Move the viewport generation block to be from the sphere.

The Nokia/Tampere sequence uses a different 4K resolution. They will look into seeing if they can provide it in the same resolution as the other sequences.

Recommend to put all of the selected sequences in a “CTC” folder on the ftp site.
Make more clear that the compact representation resolutions are only examples, as different layouts may have different resolutions.

After side activity, details of the proposed merged software:

Possible name: 360Lib

	
	availability
	Selection

	
	PCT360 
	360tools
	

	Projection formats
	
	
	

	ERP
	Y
	Y
	PCT360

	CMP
	Y
	Y
	PCT360

	OHP
	Y
	Y
	PCT360

	ISP
	Y*
	Y
	360tools

	CPP
	N
	Y
	360tools

	EAP
	Y
	N
	PCT360

	TSP
	N
	Y
	360tools

	SSP
	N
	Y
	360tools

	
	
	
	

	Metrics
	
	
	

	WS-PSNR
	Y
	Y
	PCT360

	CPP-PSNR
	N
	Y
	360tools

	S-PSNR-I
	N
	Y
	360tools

	S-PSNR-NN
	Y
	N
	PCT360

	
	
	
	

	Viewport Generation
	Y
	N
	PCT360

	
	
	
	

	Interpolation Filters
	
	
	

	Lanczos 6-tap
	Y
	Y
	PCT360

	Lanczos 4-tap
	Y
	Y
	PCT360

	Bi-linear
	Y
	Y
	PCT360

	Nearest neighbor
	Y
	Y
	PCT360

	
	
	
	

	Configuration file input
	Y
	Y
	PCT360


(end of BoG report)

From discussion in JVET plenary Wednesday 1400:
· Equirectangular 8K as “source”, but not available for all sequences

· End-to-end PSNR (without coding) in the range of 50 dB

· Properties of projection format and coding tools may be closely related, therefore it would not make sense to restrict to equirectangular in CfE/CfP

· Conversion software: First step would be as separate package, 
The final version of the report was presented in JVET plenary Thu 1400:

· Sequences selected for CTC in 360

· Software packages will be merged, plan to be worked out and later included in 11.4, will be hosted with HM/JEM software repositories, will follow the C++ styles and conventions and copyright header.

JVET-D0191 Report of BoG on fast encoding [K. Choi] 

This document provides a report on fast encoding, encoding complexity investigation, and configuration settings. The meeting was held in Gingko room at 2:30 PM Oct. 17 2016

Mandates:
1. To review all the related contributions
2. To find and suggest a proper setting for reducing encoder complexity

The following table shows the summary of all the test results of contributions
Table I. Test result in RA condition
	Contribution
	Test Sets
	Test results
	Encoding time

	JVET-D0052
	Set1
	 −0.77% / 3.04% / 3.27%
	133%

	
	Set2
	 1.46% / 1.93% / 1.97%
	66%

	
	Set3
	 1.28% / 0.89% / 1.13%
	66%

	
	Set4
	 −0.43% / −1.07% / −0.95%
	105%

	
	Set5
	 1.37% / 5.90% / 6.08%
	63%

	
	Set6
	 1.23% / 4.82% / 5.21%
	63%

	JVET-D0053
	Set1
	0.76% / −0.08% / 0.00%
	77%

	
	Set2
	0.69% / −0.10% / −0.01%
	78%

	
	Set3
	0.20% / −1.00% / −0.79%
	81%

	
	Set4
	0.51% / −1.09% / −0.83%
	77%

	JVET-D0077
	Set1
	 −0.16% / −0.02% / −0.28%
	97%

	
	Set2
	 −0.10% / 0.05% / −0.21%
	95%

	
	Set3
	 0.05% / 0.17% / −0.09%
	91%

	JVET-D0095
	Set1
	 0.27% / 0.18% / −0.19%
	90%

	
	Set2
	 0.54% / 0.39% / 0.41%
	81%

	
	Set3
	 1.46% / 1.93% / 1.97%
	65%


Table II. Test result in AI condition
	Contribution
	Test Sets
	Test results
	Encoding time

	JVET-D0127
	Set1
	0.03% / −0.04% / −0.04%
	91%


The followings are BoG consensus.
· JVET-D0077 is SW changes and there is no loss of coding performance. Thus, it is recommend to adopt to use JVET-D0077 Test2 condition.

· Due to the fact that the reduction of encoding time of JVET-D0077 is relatively small (i.e., 5% reduction of encoding time without coding loss), it is suggested to test additional combinations on top of JVET-D0077 during this meeting.

Suggested combination sets:

1) JVET-D0077 Test2 condition + JVET-D0053 Test3 condition (tester: Samsung)

2) JVET-D0077 Test2 condition + JVET-D0095 Test2 + CTU256 (tester: Sharp): the proponent of JVET-D0095 informed that JVET-D0095 Test2 without signaling would be used for testing.

3) JVET-D0077 Test2 condition + CTU256 (tester: Samsung)

4) JVET-D0127 (ITRI): the proponent of JVET-D0127 informed that JVET-D0127 without bitstream change would be used.
· There will be additional Bog meeting during this meeting and confirm the test results of the suggested 4 sets.

· Depending on the test results, the group will decide whether or not to recommend which combination will be used for next version of JEM SW.

From JVET plenary Wed 14-16: 

Decision (SW): Adopt D0077 Test2 condition

This reduces the encoder runtime by 5% with 0.1% bit rate reduction.

On the other aspects and combinations, the BoG will met again Wed. 1600

The follow table shows available partial results of four suggested testing sets

Table III. Partial test results (*average on B, C, D and ** average on C, D) 
	Contribution
	Scenario
	Test results ( Y / U / V)
	Encoding time

	JVET-D0077 (Set2)*
	RA
	 −0.06% / −0.27% / −0.56%
	93%

	JVET-D0053 (Set3)*
	RA
	0.26% / −0.49% / −0.79%
	81%

	JVET-D0095 (Set2)**
	RA
	 0.44% / 0.23% / 0.23%
	82%

	JVET-D0052 (Set4)*
	RA
	 −0.43% / −0.57% / −0.71%
	104%

	D0077 (Set2) + D0053 (Set3)*
	RA
	 0.20% / −0.88% / −0.74%
	81%

	D0077 (Set2) + D0095 (Set2)**
	RA
	 0.57% /−0.06% / −0.04% 
	75%

	D0077 (Set2) + D0052 (Set4)*
	RA
	 −0.16% / −0.75% / −0.74%
	95%

	JVET-D0127 *
	AI
	 0.00% / 0.00% / 0.00%
	91%


1) JVET-D0077 Test2 condition + JVET-D0053 Test3 condition

- Partial results show about 20% reduction of encoding time with 0.2% luma loss. The harmonized combination between JVET-D0077 (Set2) and JVET-D0053 (Set3) might be additive result in terms of coding performance. 
- Slight less encoding time with less coding loss is expected in all test results.

2) JVET-D0077 Test2 condition + JVET-D0095 Test2

- Encoder change is applied. Additional syntaxes are not applied.

- Slight increased loss is expected than that of original contribution.
- Reduced encoding time is observed than that of original contribution.

- It is noted that enabling CTU=256 requires more Memory usage. It is observed that the new setting requires 7.3 Gigabytes Memory in 4k sequences. In JEM3.1, it is observed that the required memory is about 6.5 Gigabytes.

3) JVET-D0077 Test2 condition + JVET-D0053 Test3 condition
- Additional 0.1% gain is observed in partial test results.

- No change of encoding time

4) JVET-D0127 (ITRI): the proponent of JVET-D0127 informed that JVET-D0127 without bitstream change would be used.
- Decreased encoding time is 9% in AI.

- No parsing change
- No coding loss is observed.
General agreement
- It is considered that 4) JVET-D0127 (ITRI) is SW only change. It is recommended to adopt this change to JEM next version

- Considering trade-off between encoding time reduction and coding performance, several companies (i.e., Qualcomm, Technicolor, Arris, Fujitsu) expressed that the 2)JVET-D0077 Test2 condition + JVET-D0053 Test3 condition was attractive. Group conclusion was to adopt this setting to next version of JEM software.
- It is noted that expected memory usage is 800Mbytes additionally in ClassA by using JVET-D0077 Test2 condition + JVET-D0053 Test3 condition.

To BoG recommends to adopt the following settings:

· JVET-D0077 Test2 condition

· JVET-D0053 Test3 condition

· JVET-D0127
This was presented in the JVET plenary Thu 1400, and additional concern was raised that the increase of max CTU size to 256 (as per D0053 Test 3) would have significant impact in memory usage. Following decisions were confirmed:
Decision (SW): Adopt D0077 Test 2

Decision (SW): Adopt D0127

further study on D0053 Test 3 (increase CTU size to 256)
JVET-D0192 BoG Report on Extended Colour Volume Material [A. Segall] 

The BoG met on October 18, 2016 to address the following mandates:

· Review EE9/AH7 related contributions

· Discuss and agree on conversion methods

· Discuss and agree on test procedures for extended colour volume materials.

Conversion methods:

Overview: The goal of the conversion method discussion is to identify the target container or containers for studying the coding performance of extended colour volume material, and how content in other containers would be converted to the identified target containers.

It was suggested to consider the BT.2020 colour primaries in the target container
It was suggested that PQ should be considered as a transfer function.
It was suggested that HLG could be considered as a transfer function.  However, this could be done as a second step and later activity.  One participant suggested that we may be able to convert from PQ to HLG.

Recommendation of BoG: Use a container with BT.2020 colour primaries and the PQ transfer function.
When converting legacy (SDR) content to the target container, one suggestion is to map the RGB 8-bit value of 235 to 100 cd/m2 and map the RGB 8-bit value of 16 to 0.01 cd/m2, as defined in BT.2035.
Note that it will be necessary to confirm the scaling.   It was commented that perhaps as a way to accelerate the study, it would be useful to generate multiple representations with different cd/m2 value targets.  For example, 300 and/or 400 cd/m2.
There was clarification discussion about the meaning of scaling.  It was suggested that this would be a multiplication.  Alternatively, this could be done by increasing only the peak luminance value.  The consensus was to perform stretching by only increasing the peak luminance value.  
It was also noted that the selection of the cd/m2 value target may affect the test procedure (described below).

It was commented that JCTVC-W0046 provides a recommended conversion process between BT.709 and BT.2020 content.  It was further clarified that JCTVC-W0046 does not address a change in transfer functions.
It was also suggested to use luma adjustment from JCTVC-X1020 for any conversion from 4:4:4 to 4:2:0
It was commented that there was and/or will be discussion in other groups that considered alternative methods for luma adjustment that may be related.  

One suggestion is for JVET activity using the luma adjustment tool to use the method included in future JCTVC test conditions, e.g. a hypothetical JCTVC-Y1020.  Agreed.  
Recommendation of BoG: Conversion of broadcast range, legacy (SDR) content should map the broadcast legal range to the range of 100 cd/m2 and 0.01cd/m2.

Recommendation of BoG: Conversion of full range, legacy (SDR) content should map the full range to the range of 100 cd/m2 and 0.01cd/m2.

Recommendation of BoG: Luma adjustment from JCTVC-X1020 shall be used for any conversion form 4:4:4 to 4:2:0
During the discussion, it was commented that several of the CTC sequences have values that are outside of the broadcast legal range.  This was reported on the reflector during AhG9 activities.

It was discussed if the conversion procedures should address this issue.  However, as a result of this discussion, it was decided to raise this issue to the JVET with the following recommendation:

Recommendation of BoG: The BoG recognizes that some of the CTC content has values that exceed the legal range.  We recommend that JVET adjust the CTC content so that the content is in the legal range.

Note that after review by JVET, the BoG was tasked with determining a way forward to adjusting the CTC content. Discussion about broadcast legal range and test content follows:

It was suggested that for content that has a limited number of pixels out of range or the overshoot is not severe, that new versions of the content be generated by clipping the values.

One suggestion is to apply clipping to all of the sequences.

It was reported that Cactus is likely full range as are Class F.

One suggestion is to determine what sequences are full range by viewing and then clip the rest of the sequences.

For the purpose of the conversion process, it was suggested that we apply clipping in the RGB domain within the target container.  For example, SDR content may exceed the range of the BT.709 color space but not the BT.2020 color space.  In this case, clipping would not be applied.  Agreed.

Recommendation of BoG: Perform visual evaluation of the sequences after clipping.  If the clipping creates noticeable artifacts, then treat the content as full range.  Otherwise, apply clipping and use the clipped sequences going forward.  Assign activity to AhG.
Test procedure:

It was suggested to use the configuration described in JCTVC-X1020 (luma QP adaptation and chroma QP adaptation) for the anchor.  
It was noted that the table used for luma QP adaptation likely needs to be changed for the SDR originating content and/or new content. One participant reported that it would be possible to derive the QP adaptation table for SDR content explicitly given the conversion process.

It was also noted that the chroma QP adaptation may need to account for the QP+1 adjustment already used in the JVET CTC and may also need study for SDR and/or new content.

The group also discussed the selection of the QP parameters for testing.  Following the AhG9 discussion, it was suggested to use the term “master QP” when discussion the test,  as the QP value may be varying based on luma and chroma and so no longer a “fixed QP”.

It was suggested that finer QP values may be needed for testing high dynamic range and wider colour volume content.

For the master QP – one suggestion is to use the QP values used in the current JVET CTC and, in addition, add an additional QP point that is finer.  For example, QP 17.
Recommendation of BoG: Use the luma QP adapatation and chroma QP adapation for the anchor

Recommendation of BoG: Use QP values of [37, 32, 27, 22, 17]

One suggestion was to evaluate additional QP values around the coarsest QP values.  This was motivated by experience with darker sequences.

It was commented that we may need different QP values for different content and/or different content classes, for example, brighter and darker content.

Suggested that the QP points be further discussed in an AhG.  Agreed.

Performance measurement:

There was some discussion on measuring performance.  Potential metrics could include tPSNR and deltaE.  However, multiple participants also recommended using visual testing.

It was suggested to make the reporting of tPSNR-Y and deltaE100 as part of the CTC.  

It was suggested to study PSNR-L100 and the weighted PSNR metric (proposed in JVET-D0124) in an AhG.

It was suggested to include PSNR-L100 as part of the CTC as an optional metric.

It was suggested to include PSNR in the Y, Cb, and Cr domain.

Recommendation of BoG: CTC should include (i)  PSNR in Y, Cb and Cr, (ii) weighted PSNR in Y, Cb, and Cr with  a grey background, (iii) tPSNR-Y, (iv), deltaE100, (v) PSNR-L100
It was suggested that the metrics be further studied in an AhG.
It was suggested to include the HM as an additional anchor and task the anchor generation to an AhG. Agreed.

It was suggested that the HM should have the same tuning as the anchor discussed above.  Agreed.
Discussion in JVET plenary Wed. about the violation of legal range for some test sequences – following options:

· not using sequences that violate

· process content such that range becomes legal

· check with providers of content whether RGB 4:4:4 versions still exist, as the violation may be due to conversion process which could be corrected
As it needed more clarification, this issue was further discussed in the BoG. The recommendation coming out of these follow-up discussion is to apply clipping, which needs further investigation in AHG, may not be viable for all sequences.
The BoG reported back on Friday. The recommendations were confirmed, as applicable. Most of them require further study. D1020 draft was also presented and approved. Further notes from this discussion are as follows.
The AHG shall develop software for content-dependent luma and chroma QP adaptation, as separate branch of JEM4.0, two weeks after the JEM4.0 release. This will be used for generating anchors in HDR/WCG experiments.

CTC will include those available sequences that are appropriate in usage terms. New sequences will also be investigated

For the new test material (Netflix), 25 sequences were pre-selected, and to assess their characteristics in terms of compression, HM (not JEM) encoding in the “common practices” style should be conducted. This should be included in the test work plan D1002 (update on this aspect 1 week after the first delivery). A. Norkin and A. Segall will identify volunteers, J. Samuelsson will give assistance in software practices.

EE6: Adaptive scaling for HDR/WCG material

This includes D0118 and D0124, which derive the luma-adaptive quantizer scaling factor at the decoder. These will be compared against the HDR anchors. Subjective testing is also planned.

JVET-D0194 BoG report on test material [T. Suzuki]

(include text from report, word version to be uploaded)

From presentation on Wednesday afternoon:

Test with 4K sequences, Test with AB comparison does not allow to obtain MOS values, however this was not the goal

5 sec duration is too short for conducting reasonable visual comparison

For 1080p, a survey about “suitability for testing” was conducted (see table in BoG report)
Expected output docs:

· New test plan for 1080p and 4K with more rate points (as needed when issuing CfE by next meeting)

· Report about test (could also be in BoG report)

Results of the expert viewing with 4K sequences were presented during the plenary on Thursday afternoon. The results indicate that visual benefit of JEM over HM can be obtained in many test cases, and additionally give hints abiut the suitability of certain sequences for visual testing.
The final report of the BoG was presented during the plenary on Friday. All recommendations of the BoG were approved. The big effort conducted within this BoG was highly appreciated (see also MPEG meeting resolutions on expressing thanks to contributing individuals). 

10.4 List of actions taken affecting the JEM4 
The following is a summary, in the form of a brief list, of the actions taken at the meeting that affect the text of the JEM3 description. Both technical and editorial issues are included. This list is provided only as a summary – details of specific actions are noted elsewhere in this report and the list provided here may not be complete and correct. The listing of a document number only indicates that the document is related, not that it was adopted in whole or in part.
10.4.1 Encoder-only or software changes
JVET-D0135 Closed GOP Support for the Random Access Common Conditions [Y. T. Peng, A. M. Tourapis, Y. Su, D. Singer] [late]

Decision (SW): Adopt

JVET-D0123 Enhanced Motion Vector Difference Coding [J. Chen, W.-J. Chien, N. Hu, V. Seregin, M. Karczewicz, X. Li (Qualcomm)]

Decision (SW): Adopt encoder-only changes

Decision (CTC): Max motion range 256 for RA configuration

JVET-D0025 Encoder Bug Fixes of Quantization in QTBT [X. Li, J. Chen, H.-C. Chuang, M. Karczewicz (Qualcomm)]

Decision (SW): Adopt.

JVET-D0049 Suggested fix on QTBT [S. Yoo, J. Heo, J. Lim (LGE)] [late]

Decision (SW/Ed): Align the syntax/semantics between JEM and software to avoid confusion (to be implemented appropriately by SW coordinators).

JVET-D0064 Asymmetric Coding Units in QTBT [F. Le Léannec, T. Poirier, F. Urban (Technicolor)]

Decision (CTC): Adopt the change of QTBT MaxBTSizeISliceC to 64 (corresponding to 32 chroma samples).

JVET-D0134 Cross-Component Peak Signal to Noise Ratio (xPSNR) support in the HM and JEM software [Y. T. Peng, A. M. Tourapis, D. Singer (Apple)][late]

Decision (SW): Adopt aspect of computing 10 bit PSNR with reference to 1023 (not CTC)

Other aspects for further study.
JVET-D0186 PSNR unification for sequential and parallel results for JVET CTC [M. Sychev (Huawei Technologies)] [late]
Decision (SW): Adopt solution 1.2, write into separate file (switchable) (change “optional” to “switchable” in the notes of 186)
JVET-D0077 AHG5: Speed-up for JEM-3.1 [H. Huang, S. Liu, Y.-W. Huang, C.-Y. Chen, S. Lei (MediaTek)]

Decision (SW): Adopt D0077 Test 2

JVET-D0127 AHG5: Removal of software redundancy for JEM 3.0 intra coding [Y.-J. Chang, P.-H. Lin, C.-L. Lin, C.-C. Lin (ITRI)] [late]

Decision (SW): Adopt D0127

10.4.2 Syntax/semantics/decoding process changes
JVET-D0120 EE1: Improvements on non-separable secondary transform [X. Zhao, A. Said, V. Seregin, M. Karczewicz, J. Chen (Qualcomm)]

Decision: Adopt D0120 for both 4x4 and 8x8 secondary transform.

JVET-D0033 EE7: Adaptive Clipping in JEM3.0 [F. Galpin, P. Bordes, F. Leleannec, E. François (Technicolor)]

Decision: Adopt D0033 (see v4 of D0033)

11 Project planning
11.1 JEM description drafting and software

The following agreement has been established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the intent expressed by the committee without including a full integration of the available inadequate text.
11.2 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in EEs).

Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without draft specification text

· JEM text is strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be Tuesday 03 Jan 2017.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name.
11.3 General issues for Experiments 
Note: This section was drafted during the second JVET meeting, and is kept here for information about the EE procedure.

Group coordinated experiments have been planned. These may generally fall into one category:

· "Exploration experiments" (EEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.

· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. (E. Alshina will edit the document based on input from the proponents, review is performed in the plenary)

· Software for tools investigated in EE is provided in a separate branch of the software repository

· During the experiment, further improvements can be made

· By the next meeting it is expected that at least one independent party will report a detailed analysis about the tool, confirms that the implementation is correct, and gives reasons to include the tool in JEM

· As part of the experiment description, it should be captured whether performance relative to JEM as well as HM (with all other tools of JEM disabled) should be reported by the next meeting.

It is possible to define sub-experiments within particular EEs, for example designated as EEX.a, EEX.b, etc., where X is the basic EE number.

As a general rule, it was agreed that each EE should be run under the same testing conditions using one software codebase, which should be based on the JEM software codebase. An experiment is not to be established as a EE unless there is access given to the participants in (any part of) the TE to the software used to perform the experiments.

The general agreed common conditions for single-layer coding efficiency experiments are described in the output document JVET-B1010.

Experiment descriptions should be written in a way such that it is understood as a JVET output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to EE work should identify individuals in addition to company names.

EE descriptions should not contain excessively verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the EE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JVET document archive.

Any technology must have at least one cross-check partner to establish an EE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

Some agreements relating to EE activities were established as follows:

· Only qualified JVET members can participate in an EE.
· Participation in an EE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the EE should be announced and made available to all EE participants in a timely manner.
A separate branch under the experimental section will be created for each new tool include in the EE. The proponent of that tool is the gatekeeper for that separate software branch. (This differs from the main branch of the JEM, which is maintained by the software coordinators.)

New branches may be created which combine two or more tools included in the EE document or the JEM. Requests for new branches should be made to the software coordinators.

Don’t need to formally name cross-checkers in the EE document. To promote the tool to the JEM at the next meeting, we would like see comprehensive cross-checking done, with analysis that the description matches the software, and recommendation of value of the tool given tradeoffs.

Timeline:

T1 = JEM4.0 SW release + 4 weeks: Integration of all tools into separate EE branch of JEM is completed and announced to JVET reflector.

Initial study by cross-checkers can begin.


Proponents may continue to modify the software in this branch until T2

3rd parties encouraged to study and make contributions to the next meeting with proposed changes

T2: JVET-E meeting start – 3 weeks: Any changes to the exploration branch software must be frozen, so the cross-checkers can know exactly what they are cross-checking. An SVN tag should be created at this time and announced on the JVET reflector.

This procedure was again confirmed during the closing plenary of the third JVET meeting. It was further confirmed that the Common Test Conditions of JVET-B1010 are still valid, however the CTC encoder setting will be reflected in the config file that is attached to the JEM4.0 package.
11.4 Software development 
Software coordinators will work out the detailed schedule with the proponents of adopted changes.

Any adopted proposals where software is not delivered by the scheduled date will be rejected.

The planned timeline for software releases was established as follows:

· JEM4.0 including all adoptions from section 10.4 will be released within 2 weeks (2016-11-04)
· The results about coding performance of JEM4.0 will be reported by 2016-11-11
· Further versions may be released for additional bug fixing, as appropriate

· Encoder software optimized for luma-dependent quantizer adaptation will be developed as separate branch by the AHG on HDR/WCG within two weeks after JEM4.0 release. 

For 360 video, the two available conversion software packages, 360tools in JVET-D0027 and PCT360 in JVET-D0021, will be merged. Software coordinators are Yuwen He and Vlad Zakharchenko. The merged software will be in C++ and follow the HM style conventions, and be hosted along with the HM and JEM software repositories, structured as a separate library. Direct path from conversion to encoding will be supported.

Timeline of conversion software release: 

First release: (3 weeks – Nov 11) Emphasize Mandatory CTC, separate library, hosted on HHI site, HM 16.9 integration, remove neighboring sample pattern, CPP-PSNR, S-PSNR-I, calculation of multiple metrics in single pass of encoding, ISP

Second release: (6 Weeks – Dec 2) Viewport in same pipeline, TSP and SSP including confirmation by proponents, WS-PSNR metric for TSP and SSP (optional), JEM 4.0 integration

12 Output documents and AHGs
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate the editors responsible for the document production.
JVET-D1000 Meeting Report of the 4th JVET Meeting [G. J. Sullivan, J.-R. Ohm] [2017-01-11] (near next meeting)

Intermediate versions of the meeting notes (d0 … d7) were made available on a daily basis during the meeting.
JVET-D1001 Algorithm description of Joint Exploration Test Model 4 (JEM4) [J. Chen, E. Alshina, G. J. Sullivan, J.-R. Ohm, J. Boyce] [2016-11-18] (MPEG N16511)
See list of new adoptions under 10.4. During the closing plenary, no complaints were made about the accuracy of that list.
JVET-B1002 Call for test materials for future video coding standardization [A. Norkin, H. Yang, J.-R. Ohm, G. J. Sullivan, T. Suzuki] 

stays valid (from 2nd meeting)
JVET-D1002 Work plan for assessment of test material [T. Suzuki] [2016-11-04] (MPEG N16512)
An initial version was reviewed and approved in the closing plenary. 
· Update with new sequences

· Plan to make visual assessment with both classes A and B, longer sequences

· Plan to test more bit rates, to identify interesting test cases for CfE/CfP

· Upload bitstreams prior to next meeting, make pre-selection (suggested by Test chair) prior to next meeting
JVET-B1010 JVET common test conditions and software reference configurations [K. Suehring, X. Li]

remains valid (from 2nd meeting).
Note: Encoder settings reflected in the config file related to CTC in JEM4 (see changes under 10.4)
A directory had been installed in the ftp for bitstreams and results of anchors, but in the previous meeting cycle this had not yet been used. It is planned to upload bitstreams and Excel sheets after completion of anchors.
JVET-D1011 Description of Exploration Experiments on coding tools [E. Alshina, J. Boyce, L. Zhang] [2016-11-11] (MPEG N16513)
See list of EEs under 9.1
Reviewed and approved during closing plenary on Friday.  Following changes were suggested relative to the first version:
· Change title of EE2 (as bilateral filter is not SAO style)

· For EE2, using bilateral filter as postprocessing (not preprocessing) should be investigated

· For EE4, another variant just adding one more context model should be investigated

EE1: Residual coefficients coding

EE2: Non-linear in-loop filters

EE3: Decoder-side motion vector derivation

EE4: MV coding

EE5: Chroma coding

EE6: Adaptive scaling for HDR/WCG material 

(EE6 added during closing plenary, see notes under D0192)

JVET-D1020 JVET common test conditions and evaluation procedures for HDR/WCG video [A. Segall, S. Lasserre, D. Rusanovskyy] [2016-11-11] (MPEG N16514)
Approved in context of BoG D0192 presentation Friday morning.
JVET-D1030 JVET common test conditions and evaluation procedures for 360 video [E. Alshina, J. Boyce, A. Abbas, Y. Ye] [2016-11-11] (MPEG N16515)
A draft of this document was presented to the plenary Thu afternoon. During the closing plenary on Friday, the document was approved without further review, no expert had complaints about the procedure.
It was reminded that in cases where the JVET document is also made available as MPEG output document, a separate version under the MPEG document header should be generated. This version should be sent to GJS and JRO for upload.
	Title and Email Reflector
	Chairs
	Mtg

	Tool evaluation (AHG1)

(jvet@lists.rwth-aachen.de)

· Coordinate the exploration experiments.

· Investigate interaction of tools in JEM and exploration experiment branches.

· Discuss and evaluate methodologies and criteria to assess the benefit of tools, and how to ease the assessment of single tools in terms of encoder runtime.

· Study and summarize new technology proposals.

· 
	E. Alshina, M. Karczewicz (co‑chairs)
	N

	JEM algorithm description editing (AHG2)

(jvet@lists.rwth-aachen.de)

· Produce and finalize JVET-D1001 Algorithm Description of Joint Exploration Test Model 4
· Gather and address comments for refinement of the document

· Coordinate with the JEM software development AHG to address issues relating to mismatches between software and text.
	J. Chen (chair) E. Alshina, J. Boyce (vice chairs)
	N

	JEM software development (AHG3)

(jvet@lists.rwth-aachen.de)

· Coordinate development of the JEM4.0 software packages and their distribution.

· Produce documentation of software usage for distribution with the software.

· Prepare and deliver JEM4.0 software version and the reference configuration encodings according to JVET-B1010 common conditions.

· Coordinate with AHG on JEM model editing and errata reporting to identify any mismatches between software and text, and make further updates to the software as appropriate.
· Investigate parallelization for speedup of simulations.
· Investigate the implementation of SCC coding tools in JEM.
· Coordinate with AHG9 for integration of 360 video software.
	X. Li, K. Suehring (co-chairs)
	N

	Test material and visual assessment (AHG4)

(jvet@lists.rwth-aachen.de)

· Maintain the video sequence test material database for development of future video coding standards.
· Identify and recommend appropriate test materials and corresponding test conditions for use in the development of future video coding standards.

· Identify missing types of video material, solicit contributions, collect, and make available a variety of video sequence test material.

· Prepare visual quality comparison for HM16.13 and JEM4 at comparable bit rates, and make bitstreams available prior to the next meeting.
· Study coding performance and characteristics of video test materials according to the work plan JVET-D1002.
· Prepare for the visual assessment planned in the next meeting.


	V. Baroncini, T. Suzuki (co-chairs), J. Chen, J. Boyce, A. Norkin (vice chairs)
	N

	Fast encoding, encoding complexity investigation, and configuration settings (AHG5)

(jvet@lists.rwth-aachen.de)

· Study encoder configuration settings of JEM4 software and suggest alternative configuration files for different operating points in terms of encoder complexity versus compression benefit.
· Investigate and develop fast methods to reduce JEM4 encoding complexity.
	K. Choi (chair), Y.-J. Chang, H. Huang, X. Li, P. Philippe, Y. Yasugi (vice chairs)
	N

	Simplification and harmonization of motion derivation tools (AHG6)

(jvet@lists.rwth-aachen.de)

· Investigate the potential of unification and simplification of interpolation filters for decoder-side MV derivation techniques in JEM3 (BIO and FRUC).
· Investigate the adaptive threshold of MV refinement in BIO.

· Investigate other potential simplifications of the decoder-side motion derivation tools.
· Harmonization of affine, OBMC and motion derivation and compensation processes.
	X. Li, E. Alshina (co-chairs)
	N

	JEM coding of HDR/WCG material (AHG7)

(jvet@lists.rwth-aachen.de)

· Study and refine conversion practices to create sequences in HDR/WCG containers with emphasis on BT.2020/BT.2100 and SMPTE ST 2084
· Study and refine test conditions for the JEM coding of HDR/WCG content

· Create and release software supporting recommended conversion practices and test conditions as per JVET-D0192 and JVET-D1020
· Study objective metrics for quality assessment of HDR/WCG material.

· Study coefficient scaling methods for HDR/WCG coding

· Study additional aspects of coding HDR/WCG content.
	A. Segall (chair), S. Lasserre, D. Rusanovskyy (vice chairs)
	N

	360 video coding tools and test conditions (AHG8)

(jvet@lists.rwth-aachen.de)

· Study the effect on compression of different projections formats, resolutions, and layouts of the input 360 video. 
· Discuss refinements of common test conditions, test sequences, and evaluation criteria.

· Generate anchors and a reporting template for the common test conditions.

· Study viewpoint generation methods and evaluation criteria, and viewport-dependent video coding and streaming.

· Study coding tools dedicated to 360 video, and their impact on compression efficiency and subjective quality.
	J. Boyce (chair), A. Abbas, E. Alshina, G. v. d. Auwera, Y. Ye (vice chairs)
	N

	360 video conversion software development (AHG9)

(jvet@lists.rwth-aachen.de)

· Prepare and deliver 360Lib software version and common test condition configuration files according to JVET-D1030 common conditions.
· Produce documentation of software usage for distribution with the software.

· Coordinate with JEM and HM software coordinators for integration of 360Lib within most recent versions of HM and JEM software packages.
	Y. He, V. Zakharchenko (co-chairs)
	N


13 Future meeting plans, expressions of thanks, and closing of the meeting
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Wednesday or Thursday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting – a total of 6–7.5 meeting days), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Friday prior to such meetings and closing it on the last day of the WG 11 meeting – a total of 7.5 meeting days).

Some specific future meeting plans (to be confirmed) were established as follows:
· Thu. 12 – Fri. 20 Jan. 2017, 5th meeting under ITU-T auspices in Geneva, CH.

· Fri. 31 Mar. – Fri. 7 Apr. 2017, 6th meeting under WG 11 auspices in Hobart, AU.

· Fri. 14 – Fri. 21 Jul. 2017, 7th meeting under WG 11 auspices in Torino, IT.

· Wed. 18 – Wed. 25 Oct. 2017, 8th meeting under ITU-T auspices in Macao, CN.

The agreed document deadline for the 5th JVET meeting is Tuesday 3 January 2017. Plans for scheduling of agenda items within that meeting remain TBA.
Sichuan University, Peking University and University of Electronic Science and Technology of China were thanked for the excellent hosting of the 4th meeting of the JVET. Samsung, Sichuan University, GBTech, and Huawei were thanked for providing viewing equipment.
The 4th JVET meeting was closed at approximately 1205 hours on Friday 21 October 2016.
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34. Muhammed Coban (Qualcomm)

35. Jan De Cock (Netflix)

36. André Dias (BBC)

37. Haitao Ding (Huawei)

38. Xavier Ducloux (Harmonic)

39. Alberto Duenas (NGCodec)

40. Chad Fogg (MovieLabs)

41. Edouard François (Technicolor)

42. Xuan Fu (Fujitsu)

43. Xin Wer Gao (Tencent)

44. Christophe Gisquet (Canon Research France)

45. Chenchen Gu (Tencent)

46. Onur Guleryuz (LG electronics)

47. Dae-hyeok Gwon (Hanbat Univ.)

48. Woowoen Gwun (Kyung Hee Univ.)

49. Jaemin Ha (Sejong Univ.)

50. Wassim Hamidouche (IETR/INSA)

51. Jong-Ki Han (Sejong Univ.)

52. Philippe Hanhart (InterDigital Commun.)

53. Ryoji Hashimoto (Renesas)

54. Dake He (Blackberry)

55. Xi He (Nvidia)

56. Yun He (Tsinghua Univ.)

57. Yuwen He (InterDigital Commun.)

58. Seok Jong Hong (Kyung Hee Univ.)

59. Ted Hsieh (Qualcomm Tech.)

60. Nan Hu (Qualcomm Tech.)

61. Cheng Huang (ZTE)

62. Yu-Wen Huang (MediaTek)

63. Atsuro Ichigaya (NHK (Japan Broadcasting Corp.))

64. Tomohiro Ikai (Sharp)

65. Shunsuke Iwamura (NHK (Japan Broadcasting Corp.))

66. Euee S. Jang (Hanyang Univ.)

67. Hyeongmoon Jang (LG Electronics)

68. Byeungwoo Jeon (Sungkyunkwan Univ. (SKKU))

69. Seungsu Jeon (Sungkyunkwan Univ. (SKKU))

70. Seungsoo Jeong (Samsung)

71. Seungsoo Jeong (Samsung)

72. Bora Jin (Samsung)

73. Rajan Joshi (Qualcomm)

74. Chi-Cheng Ju (Mediatek)

75. Dongsan Jun (ETRI)

76. Joël Jung (Orange Labs)

77. Jewon Kang (Ewha Univ.)

78. Jung Won Kang (Electronics and Telecom Research Institute (ETRI))

79. Kei Kawamura (KDDI)

80. Kimihiko Kazui (Fujitsu Labs)

81. Hyeong-Duck Kim (Pixtree)

82. Jae-Gon Kim (Korea Aerosp. Univ.)

83. Joo Young Kim (KT)

84. Nam-Uk Kim (Sejong Univ. DMS Lab)

85. Nayoung Kim (Ewha Univ.)

86. Seung-Hwan Kim (Sharp)

87. Hyunsuk Ko (Electronics and Telecom Research Institute (ETRI))

88. Moonmo Koo (LG Electronics)

89. Jani Lainema (Nokia)

90. Fabrice Le Léannec (Technicolor)

91. Bae-Keun Lee (KT)

92. Dae Young Lee (Kyung Hee Univ.)

93. Hahyun Lee (Electronics and Telecom Research Institute (ETRI))

94. Jae Yung Lee (Sejong Univ.)

95. Jaeho Lee (LG Electronics)

96. Jinho Lee (Electronics and Telecom Research Institute (ETRI))

97. Jooyoung Lee (ETRI)

98. Junghyun Lee (Hanyang Univ.)

99. Kyang-Taek Lee (Pixtree)

100. Sunyoung Lee (Pixtree)

101. Shawmin Lei (MediaTek)

102. Jie Leng (Fujitsu)
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104. Ming Li (ZTE)

105. Xhi Li (Netflix)

106. Xiang Li (Qualcomm Tech.)

107. Yi Li (Huawei)
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129. Seanae Park (KWU)
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133. Mickaël Raulet (Ateme)

134. Justin Ridge (Nokia)
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141. Vadim Seregin (Qualcomm)

142. Liquan Shen (Shanghai Univ.)
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145. Donggyu Sim (Kwangwoon Univ.)

146. Rickard Sjöberg (Ericsson)

147. Robert Skupin (Fraunhofer HHI)

148. Sehoon Son (Pixtree)

149. Jacob Ström (Ericsson)

150. Karsten Sühring (Fraunhofer HHI)

151. Gary Sullivan (Microsoft)

152. Yule Sun (Zhejiang Univ.)

153. Teruhiko Suzuki (Sony)

154. Maxim Sychev (Huawei Tech.)

155. Han Boon Teo (Panasonic)

156. Uday Thakur (RWTH Aachen Univ.)

157. Emmanuel Thomas (TNO)

158. Tadamasa Toma (Panasonic)

159. Pankaj Topiwala (FastVDO)

160. Alexandros Tourapis (Apple)

161. Yi-Shin Tung (ITRI USA / MStar Semi.)

162. Chen Wang (Intel)

163. Jiny Wang (Huawei)

164. Shiqi Wang (Peking Univ.)

165. Xing Wen (Apple)

166. Mathias Wien (RWTH Aachen Univ.)

167. Dongjae Won (Sejong Univ.)

168. Jianhua Wu (Panasonic)

169. Ping Wu (ZTE UK)

170. Xiaoyang Wu (HIK Vision)

171. Yannan Wu (DJI)

172. Jun Xin (Apple)

173. Xiaoyu Xiu (InterDigital Commun.)

174. Jizheng Xu (Microsoft)

175. Lidong Xu (Intel)

176. Anna Yang (Korea Aerosp. Univ.)

177. Haitao Yang (Huawei Tech.)

178. Hao Yang (Shanghai Univ.)

179. Yang Yang (Huawei)

180. Qiang Yao (KDDI)

181. Yukinobu Yasugi (Sharp)

182. Yan Ye (InterDigital Commun.)

183. Sehoon Yea (LG Electronics)
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185. Jongsu Yoon (Yonsei Univ.)

186. Haoping Yu (Futurewei (Huawei R&D USA))

187. Lu Yu (Zhejiang Univ.)

188. Ruoyang Yu (Ericsson)

189. Vladyslav Zakharchenko (Samsung)

190. Xing Zeng (ZTE)

191. Li Zhang (Qualcomm Tech.)

192. Xin Zhao (Qualcomm Tech.)

193. Yin Zhao (Zhejiang Univ.)

194. Zhijie Zhao (Huawei Tech.)

195. Jianhua Zheng (Huawei Tech.)

196. Weimin Zheng (Real Commun.)

197. Xiaozhen Zheng (DJI)

198. Jiantong Zhou (Huawei Tech.)

199. Minhua Zhou (Broadcom)

200. Jian Qing Zhu (Fujitsu R&D Center)

201. Wen Zuo (ZTE)
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